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1. [bookmark: _Toc369268843][bookmark: _Toc324945791][bookmark: _Toc325020890][bookmark: _Toc325021010][bookmark: _Toc325021069][bookmark: _Toc325021389][bookmark: OCS_Camera_Software_Communication_Interf][bookmark: BKM_B8AC0340_B48B_438e_8F13_B58D59C24AE4][bookmark: _Toc517109416]Introduction
This document represents an overview of the assembly, integration and verification (AIV) activities of the Large Synoptic Survey Telescope (LSST) telescope and site system. The construction and completion of the LSST Project consists of a set of phased activities. The project is currently scheduled to achieve Engineering First Light ~5 to 6-years following the construction authorization. 

During this period the telescope systems must get to the site to be integrated, aligned and tested in preparation for the system commissioning phase. The majority of the telescope integration occurs in the first 5 years. The telescope AIV plan includes optical testing of the primary/tertiary mirror assembly to verify the pre-shipping mirror support matrices. This test data will be used to compute the zenith and initial analytic look-up tables for gravity deflection. Integration of the secondary mirror assembly and a surrogate camera attached to the camera rotator/hexapod assembly will enable three-mirror testing on-axis. The three-mirror telescope alignment will utilize laser tracker targets and a Shack-Hartmann wavefront sensor system to exploit the diffraction limited on-axis imaging performance of the optical design without the science camera. It is highly advantageous to align the three-mirror optical system on-axis prior to the integration of the science camera on the telescope. A high-speed camera will also be available to image the focal plane to monitor the on-axis image quality of the telescope.

The Commissioning Camera (ComCam) will be installed during the commissioning phase for alignment and testing of the telescope performances over a small FOV before installation of the science camera. Some remaining elements of the telescope system will be fully tested only after the LSST Science Camera is mounted on the telescope and the Data Management System is fully operational. The LSE-60 verification plan details the verification methods and success criteria for each requirements in combination with the LSE-60 and LSE-62 verification matrices to be performed during the telescope AIV phase.

2. [bookmark: _Toc517109417]Reference Documents
Requirements:
LSE-60: LSST Telescope and Site Requirements Document
LSE-62: OCS Requirements Document
LSE-160: LSST Verification and Validation Process
LSE-79: LSST Commissioning Plan
Publication-35: Using SysML for Verification and Validation Planning on LSST

Verification:
LTS-507: LSE-60 Verification Plan
LTS-509: LSE-60 Requirements Traceability Matrix
LTS-584: Metrology Plan
Document-25074: LSE-60 Verification Matrix
Document-25079: LSE-62 Verification Matrix
Document-25080 to 25085: Interface Verification Matrices 

Safety:
LPM-18: Safety Policy
LPM-114: Summit Site Safety, Health and Environmental Plan
LPM-49: Hazard Analysis Plan
Document-11637: Safety Hazard Register

Databases:
LTS-210: Engineering and Facility Database

Test Equipment:
LTS-508: Commissioning Camera Design Document
LTS-337: Auxiliary Telescope Requirements

Analysis Software:
Document-17912: M1M3 Interferometric Data Processing

Procedures:
LTS-476: Platform Lift Tower Installation

Subsystems:
Document-17506: M1M3 Mirror Final Acceptance Report
3. [bookmark: _Toc517109418]Scope
The Telescope and Site AIV begins during the summit facility construction, continues with the assembly, integration and verification of the telescope system on site and finishes with the hand-off milestones to commissioning at which point most of all the telescope requirements have been verified. This document addresses the Telescope and Site AIV until the system is ready for installation of the commissioning camera on the telescope. All the activities performed during commissioning are described in the LSST commissioning plan LSE-79.

The detailed AIV sequence and schedule are included in the Primavera Project Management Control System (PMCS). A screenshot of the general layout is displayed on the next page. 

The verification process is documented in verification matrices in accordance with the LSST verification and validation process document LSE-160. This process is given in  document LTS-507 the T&S Verification Plan, including the verification of interfaces and the archiving of the verification data.

After a general overview of the AIV, a detailed account of the AIV sequence is laid out followed by a description of the optical tests plan. Safety during the AIV is not discussed in detail in this document but mentioned where necessary and a specific section is dedicated to the integration of the global interlock system.

This document summarizes the requirements on the test equipment and infrastructure to perform the integration and tests of the telescope system. It describes the AIV equipment required for all the main telescope subsystems. This equipment include surrogates masses for balancing, carts to support and to move an assembly, lifting equipment to carry and to install a subsystem and test stands to tests components. A section is also dedicated to the optical instrumentation required for the optical testing and the associated acquisition and analysis software. The metrology plan LTS-584 describes the metrology done during the AIV.

A general description of the camera installation and removal from the telescope is included in this document to explain how the handling equipment designed T&S will be operated for these activities.

Finally, the hand-off from Telescope AIV to Commissioning is defined in the PMCS by a series of milestones that represents the deliverables from Telescope and Site:
1- Summit Facility
2- Calibration
3- Telescope and Support Equipment
4- Software
5- Base Facility
Transition to commissioning is described in detail in the last chapter dedicated to this topic.


[image: ]
Figure 1: Overall PMCS Schedule
4. [bookmark: _Toc517109419]AIV Methodology
The AIV methodology is based on 3 main processes that are developed in parallel:
· Development of a verification plan (LTS-507) following the LSST verification and validation process document LSE-160 and creation of the requirement traceability between the telescope system requirements LSE-60 (and LSE-62 for the OCS) and the subsystems requirements.
· Development of the AIV plan to regroup in one document the information relative to the activities, the sequence and the verification of requirements and development of the Primavera activity schedule and allocated resources
· Development of the procedures, test plans, test reports and final compliance matrix

The process is managed by the Telescope and Site Deputy Project Manager for AIV with the help of the telescope AIV Leadership team to consult on strategy, scheduling and implementation, and the participation of the telescope subsystems control account managers (CAMs). The telescope AIV Leadership team currently consists of the senior leader staff and includes Telescope and Site Project Scientist, Calibration Scientist, Chief Engineer and Deputy Project Manager for Controls. The Site Manager and the Safety Lead on-site will also be included to the AIV Leadership team in the near future.


[image: ]

Figure 2: AIV Workflow Diagram
Procedure documents will describe and record the activity of verifying that the telescope system being built meets the LSE 60 requirements. Since the telescope system may involve a series of verification activities, several sets of these verification documents/templates may be needed. All of these verification documents/templates follow the verification defined in the LSE 60. 
A separate verification procedure may not be required at the component level, especially where the system is essentially COTS and does not involve any custom software or hardware development, and where the telescope project office personnel have a very clear understanding of the purpose of the system. In some cases, it is possible to take a copy of the requirements document, improvise procedures, and annotate the requirements document with the results of each test step. 
It may be impossible to test every level, in, all operational scenarios.  The below checklist is utilized as a reference guide:
	[image: check]
	Is there a documented verification plan for the telescope project? 

	[image: check]
	Does the verification plan answer all the questions of who, what, where, 
and when concerning the test being conducted?

	[image: check]
	Does the verification plan make clear what needs to happen if a test 
failure is encountered? 

	[image: check]
	Does the verification plan define the configuration of the hardware, software, 
and external system needed for each test case? 

	[image: check]
	Are all applicable requirements traced to a test case in the verification plan? 
Does each test case define a realistic and doable test? 

	[image: check]
	Are detailed verification procedures documented for the telescope project?

	[image: check]
	Is each step in the verification procedure traced to a requirement? 
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[bookmark: _Toc517109421]Verification Process
The verification of the Telescope and Site requirements (LSE-60) and OCS (LSE-62) is documented in verification matrices in accordance with the LSST verification and validation process document LSE-160.  These matrices define the verification methods for each of the telescope requirements. They include success criteria to demonstrate compliance. The details are described in LTS-507.
 
The LSST T&S team and System Engineering team organized their efforts to start populating the requirements verification matrices to establish a common understanding. This process was put in place to avoid duplication of efforts and to create a more efficient method. The output of this effort is available in the verification matrices files listed in the “reference documents” section. This is an iterative process lead by the System Engineering team. During this work, some of the LSE-60 and LSE-62 requirements were identified as needed clarification or more precise definition to establish a clear verification method. This changes will be implemented as part of the LSST change request process.

The LSE-60 verification plan document has been developed to address specifically the verification of the requirements in LSE-60. In this document, the verification of each requirement is described using a set of topics as described below. It was determined that for most cases this set would provide sufficient information to summarize all the parameters linked to the verification of each requirement.

[bookmark: _Toc517109422]Interface Verification Matrices
Telescope and Site System Engineering identifies, develops, and maintains the external and internal interfaces necessary for telescope system operation. It supports control measures (Configuration Management) to ensure that all internal and external interface requirement changes are properly documented. The three (3) main areas of interface management are: 
1. Interfaces Identification – verification of software and/or hardware interface between two components within a system are communicating.
2. Monitoring the viability and integrity of interfaces within the subsystems – This is shown in system diagrams that bound the system to its external elements.
3. Development of interface control documentation - Includes Interface Control Drawings, Interface Requirements Specifications, and other documentation that depicts hardware and software interfaces of related or co-functioning subsystems or components.
This one-for-one correlation initiates the interface architecture that is triggered by and traceable to identified system functions and any associated source and derived requirements. This procedure significantly reduces requirements conflicts and supports a more rapid interface design process.
The verification of the interfaces between Telescope and Site and the other LSST subsystems is also captured in verification matrices managed by System Engineering. As part of the integrated team effort described above, the interface requirements are distributed to a specific owner: Telescope, Data Management or Camera. These requirements are then separated in individual files to be managed and completed by each subsystem.

[bookmark: _Toc517109423]Database Implementation
A total of five main databases is currently envisioned to be used to capture all the relevant information linked to the telescope AIV: 
1. Docushare as the documentation and data archive
2. The Engineering and Facility Database (EFD) as the system information archive
3. The Computerized Maintenance Management System (CMMS) as the maintenance operations system
4. Enterprise Tester as the software testing management and requirement traceability
5. Source Code software repositories Stash/Github

A SysML description of the databases and their connections is accessible at the following URL: http://140.252.33.24/lsst/ts_databases/. The figure below displays one of the diagrams regarding the EFD.

[image: ]
Figure 9: Representation of EFD description in SysML


[bookmark: _Toc517109424]Docushare Database
Docushare is an “enterprise content management database system” hosted by LSST-Tucson. It is a system to manage electronic content using a web browser. It is currently used as the main documentation archive of the LSST project. Docushare provides the means to upload documents of any type (data included), to manage document configuration and version control and to search for files.

[bookmark: _Toc517109425]Engineering and Facility Database
The Engineering & Facility Database (EFD) will record all telemetry (both raw and derived) issued by all the LSST subsystems starting during construction and to continue during operation. It will also record the complete command, event and configuration history of each subsystem.
The EFD fulfils the project requirement to maintain a complete and comprehensive archive of all system information (operational, environmental, and configurational) in a coherent way and in a form easy to access. The database will be used both in a near-real-time access mode as well as a source for daily system status reporting, as well as long term historical trending purposes. 

[bookmark: _Toc517109426]Computerized Maintenance Management System
The Computerized Maintenance Management System (CMMS) software package maintains a computer database of information to perform maintenance on equipment, assets and property. A software package called Express Maintenance Software (https://expresstechnology.com/express-maintenance-software) has already been implemented internally to support the development of the M1M3

[bookmark: _Toc517109427]Enterprise Tester
Enterprise Tester (ET) is a quality and test management platform that integrates with tools already in use by LSST teams: SysML Sparx Systems Enterprise Architect and Atlassian JIRA. Test Cases are developed and linked for each Requirements in SysML and exported to Enterprise Tester. Enterprise Tester stores data in a database and presents a browser-based interface to users to execute the tests. ET supports step-by-step execution, indicating the expected result. Any deviation from the expected behavior will halt the test with a failure generating an issue in JIRA for feedback and tracking. The system generates test reports showing who performed which tests when, and what were the results. The complete testing execution history is archived in the ET database to keep track of the verification of all testable requirements for each component.

[bookmark: _Toc517109428]Source Code Software Repositories
Git software repositories are used by LSST to archive source code. Stash is an internal Git repository that provides a web interface to access the code belonging to each project. It displays an overview over all development branches, changes of code files, pull requests and the security levels of a user. It enables collaboration on Git repositories, while providing enterprise-grade support for user authentication and repository security.

5. [bookmark: _Toc517109429]AIV Sequence Execution Overview
The AIV sequence is subdivided in three major phases: the on-site acceptance tests of the major T&S subsystems, the on-site coating and installation of the mirrors, and the alignment and test of the 3-mirror telescope. A general overview of these three phases is given below. More details are included in the next chapter.

The development of the telescope and site subsystems is planned to maximize factory testing of components and subsystem testing prior to summit delivery. This approach minimizes the amount of hardware mated for the first time on the summit and the level of subsystem commissioning required on the summit where these tasks are often less efficient. Limited by overall schedule logistics, manufacturing and practical realities, costs and overall efficiency assessments, the approach is to have hardware pre-tested at factories and test facilities and mated with associated hardware and software prior to shipping to the site. 

An overall integration flow diagram for summit activities is given in appendix 1. The diagram provides color reference to associate tasks with subsystems. The plan begins with site and facility construction and shows how each of the major elements and critical systems feed into the activities through final system testing and commissioning. A key objective of the plan is to support scheduling so that elements and services are available to support the integration flow.

In addition to the Summit Facility, four major telescope subsystems will be accepted on-site: the dome (or enclosure), the telescope mount (TMA), the coating plant and the auxiliary telescope for calibration. The optical assemblies will be shipped to Chile after having being fully tested integrated with their mirror cell and support system. The software is also being fully tested using simulators before being deployed in Chile. 
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[bookmark: _Toc517109431]Subsystems On-site Acceptance Tests – Phase 1

[bookmark: _Toc517109432]Main Purpose
During the On-Site Acceptance Test phase all the inspections and tests indicated in the subsystem verification plan and on-site acceptance test (OAT) plan will be performed. Prior to proceeding with the acceptance tests, an OAT plan review will be conducted in order to: 
· Prove-in the completion of the assembly and integration 
· Provide the Inspection/Test Procedure and Operational and Maintenance Manual, 
· Verify the presence of the test tools. 

The on-site acceptance tests will allow the verification of:
· all functional requirements of the Verification Plan, 
· the operational and maintenance procedures 
· the conformity of safety interlocks 

Note: LSST personnel training activities required for operations or maintenance will also be performed during this period.

[bookmark: _Toc517109433]Phase 1 General Sequence
The phase 1 sequence starts with the excavations and preparations of the site and the construction of the summit facility including the dome lower enclosure and the telescope pier. This activity is basically finished, and the dome construction is currently on-going that will provide protection from external elements to complete the interior finishes in the facility’s lower enclosure. The dome slewing and crawling will be tested. These tests will include measurements of the light/wind screen slewing and tracking performance.

The network is being installed in the facility building in order to provide basic connectivity and OCS services right away after facility building completion. 

Once the dome is sufficiently completed, the telescope mount integration will begin with all large components inserted through the dome shutter doors. The TMA vendor is planning to use a laser tracker during the integration phase for positioning the main components of the telescope mount. 

The subsystems will be delivered with fiducials used by the vendors during acceptance testing to locate/identify reference axes. A commonly used type of fiducials is a Sphere Mounted Retroreflector (SMR). The mirror assemblies will be delivered with SMRs attached directly to the mirrors to locate the optical axis. Additionally, the telescope design includes a laser tracker that will be permanently installed in the center hole of the M1M3 mirror to be used for alignment as described later in this document.

Mount balancing and alignment testing will be done on site before installing the mirrors and the camera, using surrogate masses. These surrogates will have integrated SMRs for collimation tests. Two surrogate masses will be available for the mount testing: an M1M3 surrogate mass for the assembly and the M1M3 cell with a surrogate M1M3 mirror.

The auxiliary telescope for calibration will be installed and tested along with its spectrograph. The in-dome calibration equipment will be installed including the calibration screen and tested.

The coating plant will be installed and tested by the vendor on site after completion of the summit facility building. Testing of the coating chamber will be done using glass samples before the real mirrors are coated. 

The Telescope Control System (TCS) will be used to test the dome and the mount. Testing will be done during the day and repeated on the sky at night. At the end of this phase of the integration, the facility will be finished, and the dome and the mount will be able to slew, to point and to track with the proper cadence and performance. Pointing tests on the sky during the night will permit the determination of the pointing model and the estimation of collimation/pointing performance.

[bookmark: _Toc517109434]Mirror Assemblies AIV – Phase 2

[bookmark: _Toc517109435]Main Purpose
During this phase, the mirrors will be coated for the first time, integrated with their mirror cells and installed on the telescope mount assembly (TMA). Both of these assemblies will be fully tested before shipping on-site. Partial testing is expected to be repeated at the summit facility before installation on the TMA. 

The tests will allow the verification of:
· all the functional requirements, 
· the conformity of all safety interlocks 
Note: LSST personnel training activities required for operations or maintenance will be performed during this period.
 
[bookmark: _Toc517109436]Phase 2 General Sequence
The mirrors will be received, assembled, and coated at the summit. M2 will be coated first in the lower vessel of the coating chamber and then integrated into its support cell. This activity can happen while the M1M3 mirror cell is integrated and tested in the telescope with the surrogate M1M3 mirror. During that period, the M1M3 mirror will be stored inside its shipping container. The testing required for safe handling of the M2 assembly will be repeated on site using the M2 surrogate mirror. 

After completion of these activities, the M2 system will be mounted in the telescope. The procedure for the M2 system installation and operation will be first tested using the M2 surrogate mirror. The M2 hexapod will be tested using the laser tracker and the SMRs installed on the M2 assembly. 

During that phase, the interferometric system that will test the M3 mirror will also be mounted on the top end in preparation for M1M3 mirror testing. The goal is to use this set-up to test the M1M3 mirror support during the day at zenith and then at different zenith angles.  This test will replicate some of the acceptance testing done previously at zenith in Tucson at the University of Arizona Mirror Laboratory to verify that the M1M3 mirror support system is working as well as in Tucson and to build the look-up tables as a function of elevation angle.  

The M1M3 cell will be transferred in the support building, and the M1M3 surrogate mirror will then be removed from the cell and replaced with the M1M3 mirror. This is a space intensive activity requiring full occupancy of the facility building. The M1M3 mirror will be coated in its cell, then transported to the dome to be integrated on the telescope. 

[bookmark: _Toc517109437]Telescope Alignment and Tests – Phase 3

[bookmark: _Toc517109438]Main Purpose
During this phase, the M1M3 system will be tested in the telescope to complete the active optics look-up tables previously populated with analytic values for gravity distortion. The on-axis alignment of the 3-mirror telescope will be obtained using a Shack-Hartman wavefront sensor located at the focus of the telescope. Additionally, the laser tracker system located in the M1M3 mirror cell will be used to establish initial alignment and look-up tables for M2 hexapod and the camera hexapod/rotator. 

The alignment and tests will allow the verification of:
· the image quality on-axis
· the mirror support system and the active optics look-up tables

[bookmark: _Toc517109439]Phase 3 General Sequence
The M1M3 will be tested at zenith pointing for comparison with the previous results obtained in the zenith pointing orientation using the Steward Observatory test tower in Tucson, Arizona.  As mentioned earlier, this is done using M3 mirror wavefront measurements obtained with the M3 interferometer configuration during daytime activities at zenith and from different elevation angles. 

The 3-mirror configuration will be aligned on the sky during night-time to meet image quality on-axis performance. This work is repeated for different elevation angles to build the look-up tables for the open loop active optics and to ensure that the degradation of image quality with zenith angle is within the allocation given in the image quality error budget. The laser tracker will be used for the initial alignment of the M2 mirror optical axis with the M1M3 mirror optical axis. The M2 assembly will be delivered with SMRs attached to the mirror. During the final optical test at the contractor, the locations of these SMRs will have been measured accurately relative to the position of the M2 optical axis.

The final alignment is obtained by measuring the wavefront on-axis using a Shack-Hartmann wavefront sensor system (SHWFS). These measurements are used to determine the optimal set of corrections for the M2 mirror. Initial testing of the telescope guiding will also be performed on the sky in this configuration using a high frame rate camera positioned at the telescope focus. In addition, a high-speed CMOS camera will be used to measure the high-speed properties of the telescope focal image.

The commissioning camera will then be available to continue with the telescope alignment over a larger field of view and the commissioning activities.

[bookmark: _Toc517109440]Team Organization, Roles and Responsibilities
The overall organizational structure of the Telescope and Site team remains unchanged during the AIV phase. The T&S Project manager retains overall authority as shown in the org chart below. The Telescope and Site AIV effort is part of the Telescope and Site WBS 4.14 and is assigned to the Deputy Manager for AIV (also called AIV Manager). The AIV core team is composed of the staff allocated full time to work on AIV activities and reports directly to the AIV manager. This team will be based in Chile carrying out the activities on-site. The AIV Leadership team is responsible for assisting in the planning of activities and problem resolution.

The AIV manager is in charge of managing the timely delivery of the telescope assembly, integration and tests. He has the primary responsibility for leading the AIV scheduling activities, assembly installation activities and procedures, integration and tests activities and verification. This includes organization of acceptance testing and verification on site, performance of final system tests (including optical tests). He will lead the telescope integration team until final hand-off to commissioning. The AIV manager is empowered to direct resources for specific tasks as required in the AIV plan.

The AIV core team is focused on the hardware and software AIV activities. It is also carrying out the tasks to design and to develop the integration equipment required for testing the telescope. This equipment includes the Shack-Hartmann Wavefront Sensor system to measure the on-axis performance of the 3-mirror telescope and the commissioning camera for initial on-sky testing prior to receiving the LSST science camera. The AIV core team will include engineers and technicians to cover mechanical, electrical, optical and software activities. They will also provide support to the CAMs during integration and test of their subsystem on site, and witness their acceptance tests. Each CAM is responsible of his subsystem until successful completion of all the acceptance tests. Some subsystems will be accepted at the factory. AIV team members will travel to the factory and witness the acceptance tests on-site. 

The resources and budget for maintenance and support of the facilities will be part of the scope of the T&S project office, for example site manager, safety officers and administrative support. The Site Manager is in charge of the daily activities on site. After the crew arrives on the summit, a morning briefing will be led by the site manager to review the activities of the day and discuss any potential safety issues that may occur during these activities with the support of the safety team. This meeting will also help clarify possible work interference between different parties on the summit and define the priorities of the day. A daily report will be written in confluence at the end of each day to summarize the achievements during the day and the issues encountered and resolved. 

Telescope testing during night-time will be required by the end of AIV to characterize the telescope performance. Measures will be put in place to transfer responsibility from the day crew to the night crew and vice versa. The night crew leader will be responsible for the night activities including safety. Trained telescope operators will operate the telescope during night observing. A day-night transition meeting will be organized before every night work shift to exchange information about the state of the telescope at the end of that day and to explain the observing plan for the night. After each observing night, a night report will be written by the night crew leader to communicate to the day crew what was achieved during the night and if any problem were encountered. A night-day transition meeting will be organized if needed before the night crew leaves the summit in the morning.

[bookmark: _Toc517109441]Work Management Tools and Logistics
Work management tools are being developed and implemented in conjunction with the commissioning team. These tools will help manage day and night work on the summit. The first step in this development is to create a workflow diagram from the P6 deliverables. We will implement a daily task assignment board to show continuous workflow and to promote quality control. The board will be used as a visual feedback system for the integration team on subsystem hardware. It provides subsystem integration status, alerts when assistance is needed, promotes employee 	involvement and empowers the team to stop the integration testing process as needed. The board acts as a real-time communication tool for the integration team and brings immediate attention to problems as they occur. The board also reduces set up time, so problems can be instantly addressed from first shift into second shift. We are also exploring tools such as Atlassian Jira and Enablon Safety & Incident Management software for issue tracking. We are piloting a maintenance tool call CMMS (Computerized Maintenance Management System). This is a database for maintenance operations. It organizes the maintenance of the system for the workers (example, determining which machines require maintenance and which storerooms contain the spare parts they need) and to help management make informed decisions (example, calculating the cost of machine breakdown repair versus preventive maintenance for each machine, possibly leading to better allocation of resources). CMMS data may also be used to verify regulatory compliance. We are also investigating how to manage the entire incident management lifecycle. We are trying to identify a tool that captures all events to be reported, manages the investigations and monitors the corrective action plans. We are wanting a solution that offers comprehensive web and mobile data collection features, expert root cause analysis, and advanced reporting capabilities (OHSAS 18001, RIDDOR, WCB, etc). In addition, we would like to build-in best practices that can be used to turn incident report data into preventive action plans. Finally, we are planning to work with the other telescopes located on Cerro Pachon to identify software tools already in use and any “lessons learned” that would be beneficial to know.

In terms of logistics, LSST has reserved space on the bus that connects the base facility to the summit. Most of the team members will be accessing the summit using bus transportation. Some vehicles will stay on the summit to allow access to the different areas of the site. Rooms will be reserved on Cerro Pachon to accommodate the night-shift for sleeping during the day in preparation for night observation.


6. [bookmark: _Toc517109442]Integration and Tests Sequence
The purpose of this section is:
· To establish the assembly and integration sequence in more details
· To show that the sequence can be implemented within the space envelope provided on the summit 
· To identify specific handling equipment and test equipment required for AIV

The on-site AIV of the dome subsystem, TMA subsystem and the coating plant is the responsibility of the contractors supplying these subsystems. Consequently, the final detailed integration sequence for these subsystems will be available in the documents delivered by the contractors. LSST is working (and will continue working) with each vendor to identify ways to mitigate schedule risks by changing the sequence where appropriate during the integration on the summit. The AIV Test plan document LTS-760 covers in more details the workflow and the procedures required during this AIV sequence.
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[bookmark: _Toc517109444]Summit Building Facility Sequence

Major Excavation and Site Preparation
First phase excavation for levelling of platforms and fill for roads and service areas was completed in 2011. Further refinement of cut and fill excavation was completed as the first phase of the Summit Facility construction project in 2015.  This included extensive removal of soil unsuitable for bearing under the service building and backfill with lean concrete. The majority of the rock excavation, except at critical foundation areas, was accomplished with controlled blasting techniques including calibrating and monitoring of impact.  Additional soil/rock inspection and testing was carried out in support of the excavation and to further characterize the bearing properties.

[image: ]
Figure 10: Site leveling work: drilling, loading holes, geophone monitoring equipment, one of the ~30 blasts
Commercial electrical power, communications conduits and water lines were extended from the common Pachón utility yard to the LSST site. Main power lines and service connection devices have been successfully tested.



Foundations, Lower Enclosure, Telescope Pier and other Concrete Structures
Excavation for foundations of the telescope pier, lower enclosure, platform lift and service building were completed in 2015, utilizing only mechanical means excavation at critical areas. Utility lines and grounding grids were placed as required under building areas. Reinforced concrete foundations were formed and poured in early 2016.

[image: ]
Figure 11: Pier foundation continuous-pour night work, February 2016 / 3rd floor of service building, May 2016
Formwork, reinforcing steel and concrete pouring for the lower enclosure and telescope pier is in progress. Plates and embedded bolts for interface to the dome are being integrated at the top of the lower enclosure. Embedments for the telescope pier interface to the TMA, including conical voids to accept grouted anchor bolts for the telescope, have been fabricated and are awaiting integration at the top of the pier.

[image: ]
Figure 12: Anchorage of TMA to pier, incorporating conical voids for bolts, and field testing of methodology
Forming and pouring of reinforced concrete structures of the service building – columns & beams, shear/retaining walls and elevated slabs – are in progress and are expected to be completed by the end of 2016.

Steel Erection
Erection of primary structural steel of the service building, including crane beams and roof structure is in progress. Steel floor structures inside the lower enclosure and telescope pier will follow in early 2017. The subsequent phase of steel erection will include secondary wall/roof support framing, the structure of the lift-up roof, platform gratings, stairs, railings and other miscellaneous steel.  The structural steel for the auxiliary telescope building will also be installed concurrently with the main facility.

Exterior Cladding, Roofing & Enclosing Systems
Exterior steel wall cladding and roofing will be installed over the secondary framing with insulation included as an integral part of a composite panel system. Exterior service doors, personnel doors, windows and mechanical openings will be installed at the main facility and the auxiliary telescope building. The installation of flashings, closures, soffit panels, ventilation grilles and seals will complete the construction of the building envelope.

Rough-in of Utilities Systems and Interior Construction 
Major mechanical and electrical equipment, including a generator (in a protective shed) switchgear, chillers, air handling units, pumps and compressors will be installed. Utility rough-in will be provided for future equipment by others (hydrostatic oil, coating plant, camera refrigeration). Main components of the platform lift, elevators and cranes will be installed.
 
[image: ]
Figure 13: Drive base and lift test columns in factory assembly / model of steel structure around lift and in service building
At interior areas framing will be installed for partitioning of rooms, shafts and other separations. Conduits, piping and ductwork will be installed in walls, floors and ceilings, shafts and along main utility runs. Wiring will be pulled for electrical devices, fixtures and connection boxes including special systems such as fire alarm, platform lift control and other low voltage systems. Gypsum board, ceiling grids and other interior partitioning materials will be installed, allowing rough-in for registers, grilles & fixtures.

The platform lift was accepted at the vendor PFlow in the USA and its installation on-site is the responsibility of LSST. PFlow will only participate to the final testing of the platform lift after its installation on-site.
A procedure (LTS-476) was written by LSST for the installation of the tower that will support the platform lift carriage and drives. The first sheet of this procedure is displayed below. This procedure was provided to the contractor on-site to build the tower and the pictures below show the current status of that construction. 
[image: ]
Figure 14: LTS-476 Platform Lift Tower Installation Procedure (Sheet 1)
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Figure 15: Platform lift tower construction progress. First level completed on the west side (left) and in progress on the east side (right)
Completion of Utility Systems
Electrical installation, including all lighting, outlets, power panels and ground connections will be completed and tested.  HVAC systems, including heating & cooling at second floor, clean/white room conditioning, hydronic system, dome cooling, and centralized HVAC control will be installed, commissioned and tested. Plumbing system, including potable water, fixtures, special purpose outlets, waste water piping and treatment plant, as well as drainage line and tank for mirror wash effluent will be installed and tested.  Building mechanical systems including, platform lift and elevators, cranes, and compressed air systems will be fully installed, commissioned and tested.

Finishes and Top-out (Interior & Exterior)
Interior surfaces and exposed exterior materials will be painted/sealed and interior finish materials (ceilings, tile, wall coverings, etc.) will be installed, inspected and approved. Electrical and mechanical installations - cover plates, lenses, operating hardware, finish grilles, registers and trim will be installed.  Doors will be installed, including locksets, closers, weather stripping. Interior cabinetry, countertops, bathroom partitions, accessories & signage will be installed. 

Roads and exterior service areas will receive final fill and surfacing of gravel/pavement as required. Final exterior development will be completed, including safety railings, gates, protective bollards & signage

Summit Facility Construction Contract Closeout
Final inspection, testing and acceptance will be conducted for all materials, systems and equipment included in main construction contract.  A punch list will be developed of any incomplete or defective items which will be satisfactorily completed or repaired prior to final payment of the contract retention. 

Building Occupancy & Follow-up Work
Specialty systems, including data cabling, access control, video monitoring, and GIS will be installed and tested. Furnishings, appliances and facility equipment will be installed. A safety audit of the completed facility will be conducted and any unsafe conditions noted and corrected.
 
[bookmark: _Toc369268846][bookmark: _Toc517109445]Dome Sequence
The general dome sequence is described below. The dome contractor will be responsible for the dome erection and will provide the detail procedure for installation and test.
Shipment, Staging & Preparation
· Ship pre-fitted and tested dome assemblies and components from fabrication facility to site
· Store and stage dome assemblies on site as required
· Inspect and prepare lower enclosure connection points – bolt holes, support plates, electrical connections, etc.  Temporary cover to remain in place on lower enclosure
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Figure 16: Crane Configuration for Dome Construction

Major Assembly and Structural Framing
· Install and align dome rail on top of lower enclosure
· Install bogies and main mechanical drive components 
· Assemble rotating ring beam on top of bogies & drives.  Level and adjust for smooth manual rotation
· Install primary structural framework for entire dome carousel and shutters
· Install secondary framing – panel supports, bracing, crane beams, light/windscreen supports
· Assemble structure and mechanisms for shutters and install on carousel.  Adjust for smooth operation

[image: ]
Figure 17: Dome Major Structural Framing

Cladding and Enclosing Elements
· Install cladding panels on carousel and shutters – flash and seal
· Complete flashing and other components for weather seal between dome and fixed lower enclosure
· Install louvers and roll-up doors in vent openings
· Ensure secure weather-tight condition.  Remove temporary cover from lower enclosure.

[image: ]
Figure 18: Example of scaffolding used for the VLT

Completion of Major Assembly and Drives
· In lower enclosure install scaffoldings and other provisions for interior work on dome
· Install insulation and/or any other interior panel materials as required
· Install slip ring assembly for conveyance of power to rotating assembly
· Complete mechanical installation of drives and mechanisms for rotation and shutters
· Complete electrical connection of drives.  Test and adjust drives as required.
· Preferential occupancy to allow major telescope mount installation
Completion of Ancillary Systems & Equipment
· Install wind/light screen assembly – panels, drives, electrical connection.  Test and adjust
· Install dome crane – connect and test.
· Install wiring & control cabling for roll-up doors, lighting, sensors, calibration screen & other ancillary equip.
· Install lighting and other finish electrical systems
· Complete rails, cowlings and any other elements for connection to platform lift
Controls & Tests
· Install, connect and perform operational testing of dome control system
· Repeat acceptance testing of all Dome and related facility systems
· Complete safety Audit of installed systems
Preparation for TMA installation
· Separate wind/light screen to enlarge shutter door access

[bookmark: _Toc517109446]Network and Software Integration and Tests
In this section, we address the network installation on the summit, how the T&S software integration fits in within the different AIV phases and the role and tools of software quality assurance (QA) during integration.

[bookmark: _Toc517109447]Summit Network Installation
The core and access networking and computer devices will be installed in the summit computer room with 50kVA of power and cooling. The summit network architecture is summarized in the figure below showing the location and distribution of the main switches and computers. This architecture is a “white-list” design meaning that common servers are included in their End Point Group (EPG) with contracts to other EPGs when traffic exchanges are required. A simplified explanation is that in legacy network designs a machine would be accessible by every other device until rules were applied to it. In this case no machine is accessible at any time without explicit rulings being configured.
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Figure 19: Racks Organization in the Computer Room
The plan is for a full time Network Engineer and Technician to be hired at the beginning of the year 2017. These will provide the primary technical workforce for the installation of the network at the summit. During the installation of the multiple fibers and copper cables that are required to be laid at the summit, a further temporary 3-4 technicians will be contracted for a 3-4 month period. A fiber fusion splicer and OTDR unit will be acquired for termination of fiber cables on-site for which the LSST technician will be certified. It will be the tasks of LSST technician and network engineers to place and configure all the equipment deployed in the computer room and devices around the telescope areas, WLAN, VOIP etc. The summit will have a public and private wireless network distributed all over the summit facility. 
The network equipment will be ordered in time to install the equipment as soon as possible. The plan is to have the network engineer and a technician focusing on the computer room installation as soon as full access is available and at the same time have the team of technicians running fibers and copper to the different places where they are needed. Fiber cables out from the computer room will be laid in dedicated enclosed lightwave plastic ducts and covered. Copper cables will be laid in an open tray and tied down. Fiber and copper certification tests will be performed on each cable as they are terminated and the results will be archived. Each cable will be numbered at either end. Continuity and bandwidth tests will be done as each link is connected to the network.
The figure below shows the Application Centric Infrastructure leaf-spine architecture. This design gives 100% redundancy with no downtime for TOR or core switch failures or software upgrades to any of the switches. Each server will be dual homed to redundant Top of Rack switches in order to provide maximum Mean Time Between Failures.
[image: ]
Figure 20: General Summit Network Architecture

[bookmark: _Toc517109448]Software Deployment on the summit
This section addresses the integration (installation and verification) sequence for the Observatory Control System (OCS) and Telescope Control System (TCS) software components. 

Each major subsystem is delivered with its own internal control software. This control software is tested as part of the testing of the subsystem. For example, the dome subsystem is delivered with the dome control system. The internal control software is tested by the vendor with the hardware to ensure full compliance. Each subsystem will be tested with a particular acceptance test protocol that might require LSST provided testing software, such as the Visit Simulator or Engineering Facility Database.  This protocol allows to test the interface of the subsystem to the TCS thru the SAL implementation.
Besides the control software network in the LSST summit (control cluster), T&S software team will provide an integration cluster, which is an independent computer cluster to integrate and test new software components in a simulation environment. This integration cluster will also be used to validate software updates prior to deployment in the real control cluster with the real hardware.
LSST is also providing control software that will be deployed on the summit, including the TCS and the OCS. This software will be deployed on the summit by the LSST team, in the integration cluster, and then in the control cluster. This activity includes installation of the software on site and testing to ensure all the functionality of the software is performing as expected. In some instances, it also include the testing of the software interfaces between the LSST control software and the subsystem control software to ensure the same behavior as was tested with the visit simulator.
The steps for this process are:
· Install and test LSST SW component in integration cluster.
· Install, integrate and test the Vendor SW component (or simulator or interface) with the LSST SW component in integration cluster.
· Install LSST SW component in control cluster.
· Integrate LSST SW Component with LSST SW already deployed in control cluster.
· Integrate Vendor SW component with the LSST SW already deployed in control cluster 
· Integration tests with HW

The last step of the software deployment on site includes the incremental testing of the system as the subsystems are added sequentially during the integration, to ensure that the system performances are tested and verified. It is expected that software customization and support will also be required during that phase.
Specific examples are detailed below to describe the different cases involved with the software deployment:
The Dome subsystem is shipped and assembled on site by the vendor. It is accepted on site by LSST after acceptance tests on site with the vendor. The dome control system software (DCS) is developed by the vendor and tested on site during the dome acceptance tests. The DCS will be deployed on site by the vendor.
The Hexapod/Rotator subsystem is assembled and tested at the factory by the vendor and accepted at the factory by LSST after acceptance testing with the vendor. The hexapod/rotator control system software is developed by the vendor and tested at the factory during the acceptance tests. The hexapod/rotator control software will be deployed on site by LSST.
The M1M3 subsystem is developed and tested by LSST including the control system software. This subsystem is first tested in Tucson before shipment to Chile. It is re-assembled on site and tested on site before assembly on the telescope. The M1M3 control system software will be deployed on the summit by LSST.
The Auxiliary Telescope (AT) subsystem is tested in Tucson before shipping to the summit. The AT control software is a combination of vendor development and LSST development. The vendor control software is tested in Tucson before shipping. The LSST control software is tested on site. All the control software will be deployed on the summit by the LSST team.

X subsystem HW installation
X subsystem SW installation
OCS-TCS-X subsystem installation
X subsystem summit test
OCS-TCS-X subsystem support
X subsystem integration
X subsystem functional test
X subsystem performance test
ASSEMBLY
INTEGRATION
VERIFICATION


The Observatory Control System (OCS) is the master control system that schedules, commands, coordinates and monitors the observatory. It orchestrates and controls all aspects of the observatory observations, coordinating the camera, the telescope and the data management subsystems for an integrated operation.
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Figure 21: OCS controls


 The OCS has three major types of components to integrate within the telescope sequence:

1- The OCS Communications infrastructure that includes the OCS Middleware and the OCS Engineering and Facility Database (EFD).

The Middleware and the EFD are services that are required to be installed early in the integration sequence to be available for all the other subsystems. The Middleware is in charge of the transport of the messages between the subsystems (commands, events and telemetry) and between the Telescope sub-assemblies. The EFD is in charge of capturing all the messages produced across the Middleware. Due to the very nature of the OCS communications deliverables, these components have to be present, integrated and running in the summit before any device that produces meaningful telemetry worth storing in EFD or needs communications to other devices through the Middleware. The prerequisites for the integration of these deliverables on the summit are the computer room and the network.

2- The OCS Controls: the OCS Application, OCS Sequencer, OCS Monitor and 
OCS Operator.

These components deal with different aspects of the high level control and monitor functions of the observatory. Any operation that requires coordination between the subsystems goes through the OCS Controls. Therefore, these deliverables need to be present, integrated and running before any inter subsystems integration activity. The prerequisites for the integration of these deliverables on the summit are the OCS 
Communications components.

3- The OCS Scheduler: this component is the brain of the LSST survey that produces the sequence of targets automatically and dynamically. In consequence, this deliverable needs to be present, integrated and running before any automatic survey is needed for full integration activities.  However, the OCS Scheduler could be helpful for some 
integration activities with the Telescope before a camera is available. The prerequisites for the integration the OCS Scheduler are the OCS Controls.

The TCS includes the control and coordination of the T&S Telescope subsystems located in the Main Telescope (MT) dome and in the Auxiliary Telescope (AT) dome. It also provides an interface to the equipment located on the summit to monitor environmental conditions (weather, DIMM,…) and also to the summit facility but does not control the systems located in the summit facility (Coating Plant, Platform Lift, Elevator, HVAC, etc.…).
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Figure 22: TCS Top Architecture
The integration of the software is distributed within the three major phases of the AIV sequence. During phase 1, the services associated with the OCS (Middleware and EFD) will be installed and tested to be available to support the integration of the TCS software components. The TCS components associated with the Summit Facility, Dome and TMA will also be integrated during phase 1 as these subsystems need to be tested and operated. Additionally, pointing tests will be performed at the end of phase 1 to build the initial telescope pointing model. The TCS pointing component will be installed on-site for these tests. Most of the other TCS components will be integrated during phase 2, including the hexapods and rotator, the M1M3 and M2 assemblies and the calibration. During phase 3, all the remaining TCS components will be tested (active optics,…). The OCS components including the scheduler will also be integrated and tested with the fully completed telescope during phase 3.
 
The integration of a software component at the summit will follow the general process described below. First, some preconditions will need to be realized for the integration to happen.
Software Integration Preconditions
The team will require a released version of the required software components. The team formally tags each release with a version number following the GitFlow workflow process. The tag format is as follows:
Tag format: "v l.m.n descriptor", where
v is lower case
l indicates a major release
m indicates a minor release
n indicates a hotfix release
descriptor (optional) is a text description.

Each release is a tested software product. The team will test the software components as far as possible prior to integration on the summit. In all cases, this means testing the functionality of interfaces and corresponding behaviors. In some cases this will require simulators; in other cases testing with real hardware prior to integration on the summit will be possible. 
This testing prior to on-site integration will greatly limit, but may not completely eliminate, potential problems during integration.
· In particular, the testing will not generally test every possible condition, although it will test every state and every trigger defined in the behavioral state machine models. (Testing every possible condition is prohibitively expensive and often impossible. For example, it is not at all practical to test for every possible file read error. Testing, however, does include fault handling in general.)
· The performance of the control system in place may not match that predicted, which will require modifying application settings (this is expected and will not require code changes), but in some cases may require software modifications, as directed.
· In some cases, unpredicted situational constraints may drive a need for modifications to the software functionality. We expect that careful analysis through the development and review of state machine and other behavioral models will make such situations rare or non-existent, but these remain a possibility.
· The test procedures and sequences (automatic or manual) and issue tracker will be in place.
· Enterprise Tester (test tool) and JIRA (issue tracker) will be installed and configured, and will be accessible to appropriate users over the network.
· Tests will be automated as far as possible, but may involve predefined manual scripts as well.
· Manual tests will be in the form of structured scenarios in Test Cases in Enterprise Architect. Each Test Case will have a verify relationship to the associated requirement for traceability. The requirements, test cases and sequences, and relationships will port to Enterprise Tester. Within Enterprise Tester, appropriate test sequences will be in place.
· Automated tests will be in Robot Framework or eggPlant Functional. These similarly will be in place in Enterprise Tester.
· The required hardware and interfacing components must be installed.
· The hardware (mechanical and electrical) for the component under test will be in place.
· The target hardware for the software (generally rack-mounted computers, compactRIO devices) will be in place.
· Required infrastructure elements will be in place:
· The control room will be operational
· The Service Abstraction Layer (SAL) DDS middleware for messaging and a network to support it. Some systems will use a private network as well as a public network. Required user access will be in place.
· An Engineering Facility Database (EFD) that will log all SAL messages. It will also retain copies of certain files, where applicable. Generally the system EFD will be in place, but it is possible to set up a smaller EFD and merge the data into the system EFD later.
· Any components required for the test (children, peers, parents) will be installed.
· It will be possible in many cases to test a component without its associated peers or parents.
· Additionally, operational constraints apply.
· The site manager will assign time for the integration work.
· The team will implement any restrictions for isolating work or preventing unwanted motion, particularly for safety, will be implemented.
· Hardware: Any required Lockout/Tagout will be in place.
· Software: The appropriate white list is in place. (A white list specifies commander-commandee relationships for direct commands. Details appear in LSE-209.)
· Safe access to any required systems will be in place.

Software Integration Steps
Then the actual integration tasks may begin.
· A software integration team member will install the released software product. Note that each component will make available the installed versions in its human-machine interface (HMI). The system will record the presently installed versions, and will maintain a history, such that it will be possible to ascertain the complete picture of all installed versions at any time.
· The TCS will use proper installers to deploy executable code and associated files. 
· A software integration team member will execute a predefined series of tests on the software. The test sequences will be in the form of Execution Sets in Enterprise Tester. The user will launch execution in Enterprise Tester, which will record the test results.
· The tests will be structured in a sequence to test the most basic and safe functionalities first. Tests will progress from stand-alone operation, as far as possible, to complete operation with interacting components.
· A typical sequence might be to test:
· Basic communication
· Application of settings
· Activation of sensors
· Transition to control
· Basic control operations
· Complex synchronized control operations
· Operations with interacting components in real-world sequence
· The team will collect complete test results for each test. If a test fails, the team may stop or may continue the test sequence, depending on predefined rules.
· For each issue encountered, the team will generate an issue in the issue tracker (JIRA) directly from Enterprise Tester to enable easy tracking of issue progress.
· The team will generate test reports from Enterprise Tester, Robot Framework, and eggPlant Functional.
· The team will resolve any issues. The software team will handle any pure software issues (software bugs) and will work with component teams to resolve issues that relate to the hardware or unexpected functional situations.
· The team will repeat the process until all (or an agreed subset of) tests have passed.
· If time constraints forbid successful completion for a particular update, the team may roll back to the previously installed version.
Once all tests have completed successfully, the integration is complete.

A software engineer responsible for the development of a particular component will be physically present during the initial integration of that component. Additional software team support will be available locally to handle subsequent minor updates.


[bookmark: _Toc517109449]Software Quality Management
The role of T&S software quality management (SQM) is to define the process of verification and validation of the software developed internally by the LSST T&S team or developed by contractors specifically for the T&S subsystems.

This process is mostly based on automated testing to verify and validate internally developed software.  The two primary tools for this effort are Robot-Framework and eggPlant Functional.  Robot-Framework (RF) is an open-source tool that is used to test all non-LabVIEW applications, for example, the Service Abstraction Layer (SAL) and XML definition files.  For the LabVIEW efforts, eggPlant Functional was purchased.  It works by using “sophisticated image and text search algorithms” to find and interact with GUI objects in, effectively, the same way a human being would.

LSST T&S SQM will use Enterprise Tester for requirement and test management.  Built to integrate with Enterprise Architect (EA), requirements imported from EA will trace to tests written to verify the software.  Enterprise Tester is capable of coordinating on-demand test scenarios and presenting the results, all in one place.  Requirements management and traceability are the biggest features needed by LSST T&S software.


Currently, results of RF regression and functional tests internally are posted via a webhost on the atlassian.lsstcorp.org server.  The eggPlant Functional tests and results are managed through eggPlant Manager.  Once tests are mature enough to begin posting results, links to eggPlant Manager will be on the Atlassian server webpage.  When results are posted, SQM sends an email to the LSST T&S software team with links and a brief explanation of the results, including reasons for failures, if any.

Additionally, several of the applications are built on our Jenkins continuous integration server.  Two of which, ts_sal and ts_xml, currently build and then run RF tests.  The results of which are also available to anyone for review.

Internally, LSST T&S software follows the Gitflow Workflow release model.  A detailed explanation is found at https://www.atlassian.com/git/tutorials/comparing-workflows/gitflow-workflow.  The important aspects of the paradigm include only tagged releases go into the master branch and active development is only off the develop branch (into feature and release branches).

All software source code repositories are stored in Stash, with the public facing repos mirrored to GitHub.  Vendor deliverables are also stored in Stash, but there will be only one master branch, in essence.  Future releases, say for bug fixes or additional capability, will be added to the respective repo as a tagged release.

Vendors will usually only have one release to LSST and this will be the source code for the product.  Each vendor is required to maintain their applications and will be asked to provide updates should the need arise.  LSST T&S SQM is responsible for reviewing the software test plan for each vendor deliverable and observing the final delivery tests. Each vendor will deliver, in addition to the source code for the software, the tests and the test results.  LSST will be able to run regression tests of vendor code at various stages after delivery, as software from other vendors arrives, in the case of software updates and for system level tests.

[bookmark: _Toc369268847][bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: _Toc517109450]Telescope Mount Assembly Sequence
The step-by-step Telescope Mount Assembly (TMA) integration sequence documentation is provided in the reference documentation section. The integration documentation provided by the TMA vendor includes the erection plan, measurement plan, azimuth track assembly verification plan, azimuth structure verification plan, elevation structure verification plan, Test plan, and the metrology and laser tracker verification reports. 

The TMA is being fabricated in the Asturfeito’s factory in Aviles, Spain.  It will be factory tested before shipping and a pier has been installed in the Asturfeito factory floor to allow the telescope to be erected inside the factory and to allow testing and verification. The TMA will be tested with surrogate masses to verify the performance requirements.

[image: ]
Figure 23: Factory Pier and azimuth track installation

Upon completion of the test campaign, the telescope will be disassembled and packaged for shipping by boat to Chile. The large pieces will be packaged individually. The remaining smaller components will be transported in approximately 40 shipping containers.

[image: ]
Figure 24: TMA Large pieces layout for Shipping

Once the containers and large pieces have been stored they will be trucked to the summit of Cerro Pachón as they are needed. A mobile crane will be used to install the pieces through the dome shutter doors as shown below. 

[image: ]
Figure 25: Crane configuration to install TMA through the dome shutter doors
As depicted in the figure below, the TMA integration sequence will be following the major steps described below. The TMA vendor is responsible for the integration and test on summit. LSST is working with the TMA vendor to identify the activities where it could be possible to change the sequence to possibly mitigate the schedule. One such example is the usage of the M1M3 mirror cell instead of the M1M3 surrogate mass. The TMA vendor is using a surrogate mass of the entire M1M3 assembly in Spain to test the TMA. The design of this surrogate mass was changed to accommodate shipping to Chile and usage on the summit. During the integration on the summit, the plan is start using the M1M3 surrogate mass and then to substitute the M1M3 surrogate mass with the M1M3 mirror cell and the M1M3 surrogate mirror. All these changes allowed to reduce the schedule by adding flexibility into the sequence.

0. [bookmark: _Toc517109451]Azimuth Bearing Installation
The azimuth bearing installation will be divided into four main steps:
· Install azimuth bearing track sections.
· Weld sections together.
· Machine in place to meet hydrostatic bearing requirements.
· Install azimuth bearing assemblies.
The alignment of the bearing track is described in the metrology section.
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	Installation Azimuth track assembly
	Installation of azimuth assembly support A 
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	Installation of keel beam  
	Installation of M1M3 surrogate
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	Installation of central assembly.
	Installation of elevation top end.


Figure 26: TMA Assembly Sequence

0. [bookmark: _Toc517109452]Azimuth Assembly Installation
The azimuth assembly installation sequence includes:
· Preassemble elevation pier sections.
· Install elevation pier sections onto bearing assemblies.
· Install main beams between elevation pier sections.
· Complete and test azimuth cable wrap assembly
· Install flooring, decking and safety rails.
· Install azimuth drives.
· Install all wiring, control cabling and coolant lines from azimuth cable wrap to azimuth assembly equipment and to elevation cable drape.
· Install elevation assembly master hydrostatic bearings.
· Install elevation drives.
· Test azimuth assembly bearings and drives.
The alignment of the azimuth assembly is described in the metrology section.


0. [bookmark: _Toc517109453]Elevation Assembly Installation
The elevation assembly installation sequence includes:
· Install center section (horizontal orientation shown)
· Install top end piers and top end ring assembly.
· Install mirror cover.
· Install damping system
· Install wiring, control cabling and coolant lines from elevation cable drape to primary / tertiary mirror cell disconnects, secondary mirror cell disconnects and camera disconnects.
· Install dummy secondary mirror assembly
· Install dummy camera assembly
· Install primary mirror cell assembly with surrogate M1M3 mirror (could also be the M1M3 surrogate mass)
· Install laser tracker system
· Balance elevation assembly
The alignment of the elevation assembly is described in the metrology section.

[bookmark: _Toc369268848][bookmark: _Toc517109454]Mirror Installation
This section describes the integration of the M1M3 mirror assembly and the M2 mirror assembly on the telescope and includes the description of the coating sequence of these mirrors.

[bookmark: _Toc369268849][bookmark: _Toc517109455]M1M3 Summit Integration Sequence
The M1M3 assembly sequence on the summit is divided into 4 main steps:
1- The preparation of the M1M3 cell with the M1M3 surrogate mirror and its installation on the telescope mount
2- The removal of the M1M3 cell from the telescope mount and the installation of the M1M3 mirror in its cell
3- The coating of the M1M3 mirror
4- The installation of the M1M3 cell with the M1M3 mirror on the telescope mount.

Preparation of M1M3 cell and surrogate mirror for installation on the Mount
The steps associated with this sequence are the following:
· The M1M3 cart is integrated with the rails in the support building.
· Cart tested on rails throughout facility (support building, lift, telescope floor & telescope)
· After testing, the M1M3 cart is parked in the clean & strip area of support building
· The M1M3 Cell with shipping cover is brought into the support building receiving area, lifted off truck and placed on temporary supports in receiving area.
· Internal inspection of cell completed prior to arrival in building.
· Protective shipping covering around outside surface is removed leaving shipping cover & utility vacuum covers in place.
· Pressure wash outside of cell & repair any paint issues.
· The M1M3 Cell is lifted and placed onto M1M3 cart in clean & strip area.
· The shipping cover is removed & placed in receiving area for removal from building.
· Vacuum seal area around top perimeter is inspected for damage.
· Protective covers are placed over vacuum sealing surface.
· Vacuum sealing covers for utility connections are removed & vacuum sealing surfaces inspected.
· Protective covers placed on utility vacuum sealing surfaces.
· Shipping braces not needed for mirror integration on mirror support actuators and hardpoints are removed.
· The electronics removed for shipping are integrated with the cell.
· The surrogate M1M3 mirror pieces are brought into the building and assembled in the receiving area.
· The surrogate mirror is lifted & integrated with the M1M3 Cell.
· The components removed from the cell to allow for the mirror integration are installed in the cell.
· The M1M3 mirror support system is tested
· The M1M3 surrogate cell assembly is brought to the telescope for integration.
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	[image: E:\Project\LSST\Systems eng\Integration\M1M3 Integration Images\2-M1M3 Cell Integration ISO.JPG]

	1-M1M3 Cart testing
	2- M1M3 Cell Reception 
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	[image: E:\Project\LSST\Systems eng\Integration\M1M3 Integration Images\5-M1M3 Surrogate Install ISO.JPG]

	3- M1M3 Cell Cover Removal
	4- M1M3 Surrogate Installation


Figure 27: M1M3 Mirror Cell and Surrogate Mirror reception at the summit and installation in its cell

Integration of M1M3 mirror in M1M3 cell
This integration sequence requires a large surface area and it was verified that it could be performed inside the facility building after installation of the coating chamber and the camera rooms. The steps associated with this sequence are the following:
· The M1M3 mirror lifter is brought into support building and assembled in open area next to camera white room.
· Vacuum pumps and cups inspected and tested
· The M1M3 surrogate mirror assembly returns from on telescope testing to the clean strip area.
· The surrogate M1M3 mirror is removed from the cell and placed on truck for removal from building.
· Surrogate mirror is placed in receiving area and disassembled for truck shipment.
· The M1M3 mirror container arrives in receiving area lifted off truck and placed in receiving area
· The Mirror cell is moved under the raised coating chamber for temporary storage.
· The M1M3 mirror vacuum lifter is staged in the clean & strip area for temporary storage.
· The M1M3 mirror container cover is removed from container base and placed in the camera prep area next to mirror lifter.
· The Mirror lifter is assembled onto M1M3 mirror opticoat protected surface.
· M1M3 mirror cell is moved from under coating chamber to the clean & strip area.
· The Mirror is removed from container base and placed onto static supports of the M1M3 cell.
· The Mirror lifter is removed from the mirror surface and is positioned over base of mirror container in the receiving area.
· The M1M3 mirror is fully integrated with cell.
· The M1M3 mirror cell assembly is moved under coating chamber for temporary storage.
· The Mirror lifter is staged in the clean & strip area for temporary storage.
· The M1M3 mirror container cover is lifted and integrated with mirror container base.
· The Mirror lifter is staged for disassembly in the camera prep area.
· M1M3 mirror cell assembly is moved from under coating chamber to the clean & strip area.
· The M1M3 container is lifted and placed on truck for removal from the building.
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	1-M1M3 lifter staging during M1M3 cell preparation
	2- M1M3 Mirror Reception 
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	3- M1M3 Container Opening
	4- M1M3 Container Cover Removed
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	5- M1M3 Lifter Installation
	6- M1M3 Mirror in Cell
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	[image: E:\Project\LSST\Systems eng\Integration\M1M3 Integration Images\17-M1M3 Mirror Integration with Telescope ISO.JPG]

	7-M1M3 Mirror in Coating Chamber and Container Cover Removal
	8- M1M3 Mirror Ready 



Figure 28: M1M3 Mirror reception at the summit and installation in its cell

Coating of M1M3 mirror 
The M1M3 coating process will start with the mirror cleaning in its own cell, using the Washing and Stripping Station; first the mirror will be washed with filtered tap water using the washing boom, followed by a neutral soap to be applied through the washing boom. Next, using the CO2-Bridge, the mirror will be gently moped, washed, rinsed with filtered tap water and later with deionized-water. The drying process will be performed with the air knife, which is part of the washing boom arm.
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Figure 29: Depictions of M1M3 mirror washing activities
 
[image: ]Air Knife

Figure 30: Air knife traveling at different locations along the boom arm

After the mirror cleaning operation is finished, a CO2 cleaning will be performed using the bridge fixed between the Upper Chamber and the Washing Station. Two CO2 guns will be directed to each half of the mirror and one nitrogen gas gun will be placed in the middle of the bridge to amplify the effectiveness of the CO2 cleaning. The CO2 cleaning is performed while the mirror is transferred under the coating chamber upper vessel.

After the mirror cell is located under the upper vessel and the system is closed, the vacuum sequence will start. The same pumping system is used for both the mirror cell and the upper vessel. The mirror cell vacuum will reach a pressure of ~10-3 [mbar] and the upper vessel vacuum ~10-6 or 10-7 [mbar]. The coating will then be deposited on the M1 and M3 mirrors. Finally, the chamber will be returned to atmospheric pressure, opened and the coating will be inspected.
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Figure 31: M1M3 cleaning and coating configuration
M1M3 assembly integrated in Mount 
The steps associated with this sequence are the following:
· Install the light baffles and the mirror cover on the M1M3 cell
· Prepare M1M3 cell for installation on telescope mount
· Transfer the M1m3 cell to the Telescope Maintenance Platform using the platform lift
· Use the dome crane to install the M1M3 piers on the M1M3 cell 
· Lift the mirror cover with the crane and transfer the M1M3 cell under the telescope
· Attach the M1M3 cell to telescope mount
· Remove the M1M3 mirror cell cart and the mirror cover


[image: ]
Figure 32: M1M3 assembly on mirror cart before integration in telescope mount

[bookmark: _Toc369268850][bookmark: _Toc517109456]M2 Summit Integration Sequence

Final Acceptance Testing at Vendor
· Demonstrate active mirror control in mirror cell pointing up under interferometer at vendor’s site 
· Capture optical axis information with permanent and fixed laser tracker targets
· Disassemble and pack for shipment to site

Assembly and Installation with M2 surrogate mirror
· Un-package and inspect assembly hardware
· Install M2 surrogate mirror in M2 mirror cell
· Install M2 hexapod on top end ring assembly
· Mount M2 cell with M2 surrogate mirror into top end assembly
· Remove M2 mirror cover
· After tests done, install M2 mirror cover
· Remove M2 surrogate mirror from M2 cell


M2 mirror Cleaning and Coating
The M2 coating process starts with the M2 Mirror cleaning using the M2 Washing and Stripping System; The M2 mirror is installed on the Washing System using the M2 Crane and Lifter. It is washed with filtered tap water using hoses and sprinkles, then neutral soap is applied manually for the moping all around the Mirror. Next the rinse will be done first with filtered tap water and later with deionized-water, again using hoses and sprinkles. The drying process will be using Nitrogen gas with air guns, and manual drying at the bottom of the Mirror.

After cleaning, the M2 mirror will be moved into the coating chamber lower vessel using the M2 Mirror Lifter. Once the mirror has been installed and secured into the lower vessel, a CO2 blowing cleaning will be performed and the vessel will be closed to start the vacuum process.
The Vacuum Sequence is only one – not like the M1M3 vacuum sequence – and it will be until ~10-6 or 10-7 [mbar] (Fig 11). Then the Sputtering Sequence will start first with gas inlet at ~10-3 [mbar] for each sputtering process. The layer stack will be protected Silver: first 100 [Å] of adhesor NiCr layer (using Nitrogen gas), then the 1200[Å] of reflective Ag layer (using Kr gas), then the 5[Å] of adhesor NiCr layer (using Nitrogen gas), and finally the protected layer of 100[Å] of Silicon (with Nitrogen gas).
Finally, the chamber will return to atmospheric pressure and will be opened to allow for inspection of the coating results.  

Assembly and Installation with M2 mirror
· Remove M2 surrogate mirror from M2 cell
· Install M2 mirror in M2 mirror cell
· Mount M2 cell with M2 mirror into top end assembly
· Remove M2 mirror cover


Assembly and Installation of M2 baffle on the mount
The M2 baffle is installed before the installation of the M2 assembly
· Un-package M2 baffle and inspect
· Install M2 Baffle on mount
· Attach M2 Baffle to M2 cell after M2 assembly installed on Mount
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	1-M2 Mirror removed from cell
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	2-M2 Mirror lifted into lower vessel after cleaning


Figure 33: M2 Preparation for Coating
	[image: SMA Maintenance Cover Removal]
	[image: SMA Cart in Lift]

	1-M2 Mirror Integration
	2- M2 Assembly on platform lift
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	3- M2 Assembly in vertical position 
	4- M2 Assembly Installation on Top End
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	[image: SMA Cover Install Side ISO]

	5- M2 Assembly lowered in position 
	6- M2 Mirror Cover Removal
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[bookmark: _Toc517109457]Calibration System Sequence
The LSST calibration hardware systems are generally separated into two subsystems for ease of communication within T&S. The Auxiliary Telescope subsystem and In-Dome Calibration subsystem are easily separated from one another due to their difference in physical location, purpose, schedules, and their level of interaction with other components. The following subsections discuss the AIV sequence and their respective handoff to commissioning, for each subsystem individually.

[bookmark: _Toc466017699][bookmark: _Toc517109458]Auxiliary Telescope AIV Sequence
Located on a small knoll adjacent to the main Telescope will be a complimentary smaller telescope dedicated to characterizing the transmission function of the atmosphere during LSST observations. The Auxiliary Telescope (AT), formerly known as the Calypso Telescope when it was previously located Kitt Peak, is a 1.2 m diameter F/18 system is currently undergoing refurbishment at the NOAO in Tucson. Upon completion, this telescope will be outfitted with a spectrograph to perform low-resolution spectroscopy over the entire LSST bandpass. This information will be used to determine impact of aerosols, water, ozone, oxygen, and Rayleigh scattering on the atmospheric transmission. Combining this information with atmospheric models (e.g. MODTRAN), photometric corrections will be calculated and applied to the LSST photometry data. 

The AT system is composed of several major components, the AT building, telescope mount and optics, dome, spectrograph, imager, and associated calibration equipment. The assembly, integration and verification of these components is discussed individually in the next three subsections.
Auxiliary Telescope Assembly Sequence
The telescope refurbishment project was identified as the component with the longest lead time and was the first contract to be awarded. The refurbishment, being performed by Tucson-based Astronomical Consultants and Equipment Inc., consists of two major contractual milestones that impact the LSST AIV schedule. The first milestone is the completion of the telescope refurbishment in 2017. At this time, the telescope will be fully assembled with surrogate mirrors. All electronic and mechanical aspects of the telescope will be fully functional and ready for testing by the TCS software team. Due to the commonality of the components and control software being used by both the AT and Main telescope, having the AT in Tucson available as a test-bed in Tucson provides an early opportunity to interface TCS and low-level OCS software (SAL and DDS) with real hardware components. Furthermore, because the TCS software will be used for acceptance testing of the AT in Chile, it provides an opportunity to have that software in a robust state prior to implementation on the summit. The telescope will remain in Tucson for testing until January 2018, when it will be shipped to Chile for installation. By this time, all infrastructure required on calibration hill will be installed to perform installation and acceptance testing. Naturally, the first element required in the process is the building.

The AT building is currently under construction with completion of the lower enclosure expected in May 2017. At this time, electricity will be provided to an electrical panel inside the building that will be sufficient to perform testing of the dome. The dome is currently being constructed by Ash Manufacturing with completion expected in December 2016, and subsequently shipped to Chile in January 2017. The dome will be stored on the summit until installation can be completed. Due to the onset of winter, and its ability to make the dome assembly and installation more challenging, discussions are being held to advance the building completion to March. However, there is adequate float in the schedule to install the dome in the spring if required. Installation of the electrical system and outfitting of the building interior could proceed as planned simply by installing a temporary roof (e.g. a tarp) as was done during the construction of the KASI observatory. Upon installation of the dome, the telescope can be installed. Telescope installation is scheduled for April, 2018. Special equipment is required for both the AT dome installation and the AT mount assembly, notably the use of a crane whose lever-arm capacity exceeds that of the crane acquired by LSST. The required cranes are readily available for rental in La Serena. Specialized scaffolding (available in Santiago) to facilitate installation of the dome may also be required. Communications with the dome vendor and prospective assembly contractors will determine this. Because the safety barrier surrounding calibration hill may not be installed until mid-2017, temporary safety barriers will be installed as required.

During the 6-month period the AT is being used as a testbed in Tucson, the secondary and tertiary mirror will be re-coated with a blue-optimized protected silver coating, such as the UV350AG coating from Quantum Coatings. The primary mirror of the AT currently has a protected aluminium coating that is sufficient to perform acceptance testing of the AT and spectrograph, however, the mirror will be stripped and re-coated in the LSST coating chamber prior to beginning the survey. It is expected that the mirror will be coated during testing of the chamber. Installation of the AT primary mirror will be performed by the LSST crane.

Installation of the calibration equipment, notably the tunable monochrometer, NIST photodiode and electronics, will be installed after completion of the AT acceptance testing as they are not required earlier and would be subject to unnecessary risk of damage by personnel moving heavy equipment around the observatory. Upon completion of all installations and AT acceptance testing, the AT spectrograph will be mounted and ready for testing in June 2018. The spectrograph is of a slitless design and contains two selectable dispersion elements. It also has an imaging mode with an LSST filter set. The RFP to deliver this instrument is in the final stages of being released. The instrument will utilize an LSST detector, readout electronics, and a near-clone of the LSST CCS and DAC system, often referred to as the ACCS and the ADAC. By the time of installation of the spectrograph, all prerequisites to facilitate the acceptance testing will be installed (OCS, TCS, telescope, calibration systems). 
[bookmark: _Ref466530579]Auxiliary Telescope Integration 
Integration of the Auxiliary Telescope hardware is being performed at multiple levels of the assembly process. The entire suite of AT calibration hardware has already been procured and is scheduled to be integrated with the TCS software in early 2017. Much of this hardware will be used in Tucson for calibration testing activities (some of which are described in section 6.6.2.2) and will therefore be robust by the time installation occurs in Chile. These tests will also use a DDS bus for communication. Inclusion of the EFD in testing is expected towards the final stages where more concrete demonstration of functionality is being performed. 

The integration of the AT and TCS is being performed in two stages, a preliminary stage in Tucson where the AT is available for test, then again in Chile, where the TCS will be used for acceptance testing of the AT by ACE manufacturing. It is estimated that the installation and acceptance testing period will be approximately 8 weeks. During this time, the dome will also undergo its integration with the TCS. Where possible, a small amount of integration between the TCS and AT building (e.g. light control, vent gates) will be performed prior to installation of the telescope.

The level of spectrograph integration to the T&S system is primarily a software challenge. Although the ACCS and ADAC will be developed by Camera Team personnel, both are T&S deliverables. The inclusion of these devices in the Calibration system (LCR-733) was only recently approved and the integration and delivery plan for these devices is still being developed. 

One of the latter items to be fully integrated will be the AT Scheduler. This is largely due to schedule constraints on the T&S team and the challenge of hiring of capable software personnel. No impact on the AT AIV schedule is expected as the AT Scheduler is not required to perform any of the acceptance testing.

Auxiliary Telescope Verification 
The verification of the Auxiliary Telescope related requirements in LSE-60 are addressed in the LSE-60 verification matrix (Document-25074). All requirements are verified at the system level or lower level (at the vendor). 

The Auxiliary Telescope Requirements with the associated verification matrix are detailed in LTS-337. Requirements for the dome motion are also contained in this document. The specifications have been flowed down from the requirements in LSE-60 that impact the Auxiliary Telescope System. Because the AT spectrograph will not be fitted to the telescope at the time of acceptance testing, the AT refurbishment contractor will be providing a commercial detector and mount. As mentioned previously, the TCS will be used to control the telescope during acceptance testing, however, the vendor is contracted to control the detector and perform any data reduction required to verify the requirements in LTS-337. The vendor proposed acceptance tests are a deliverable of the AT refurbishment contract, but have not yet been received. Verification of the Auxiliary Telescope Spectrograph Requirements will be performed using the same method. 

[bookmark: _Toc517109459]In-Dome Calibration System AIV Sequence
The In-Dome Calibration Systems refer to all calibration related components that are primarily used to calibrate the relative transmission function of the 8.4m telescope. The compliment of hardware consists of: the calibration screen, calibration screen characterization hardware, laser transport and screen illumination systems, and the Collimated Beam Projector (CBP). 
In-Dome Calibration System Assembly Sequence
The development of these systems are all currently in the advanced design state, with the exception of the CBP, which is in the process of vendor selection. The impact on the AIV sequence of the components external to the calibration WBS is relatively minimal, with only the assembly and installation of the calibration screen requiring significant time, man-power and floor space. The screen is the first calibration item to be installed in the dome, with all the supporting hardware (CBP, optical transfer benches etc.) being installed afterwards. The assembly of the laser bench and beam transfer components that are located inside the lower enclosure can be installed, but the amount of testing that can be performed is limited without the presence of the hardware mounted on the dome.

The calibration screen, when assembled, exceeds the physical size of the platform lift. Therefore, the calibration screen is expected to be assembled in either two or four components on the main floor of the building, then transported to the observing floor via the platform lift. The individual sections of the calibration screen will then be fastened together and lifted into place using custom rigging. During assembly, work inside the dome will be limited due to space constraints and the telescope will not be able to move over the full range of motion. Once the calibration screen is installed, the actuator controlling its angle relative to the telescope boresight will be installed and tested.

Upon assembly and installation of the calibration screen, as well as the laser system in the lower enclosure, all remaining installations of the calibration systems generally follow sequentially. This sequence starts with the laser tube and beam capture optical benches (one for the calibration screen, another for the CBP) in the dome, then the illumination selection system at the center of the calibration screen, then fiber optic from the beam capture optical bench to the CBP. The last item to be installed on the dome is the CBP. The schedule for installation of the CBP is driven by when ComCam will be installed on the telescope, since only basic functional CBP testing can be performed without it. 

All testing that involves use of the laser system requires implementation of a laser safety program and control system, as well as thorough testing of the GIS features implemented for laser safety. LSST will designate a site Laser Safety Officer and will provide the necessary training for this person to design, implement and train all required summit personnel. Multiple other personnel in the T&S group, as well as the LSST Head of Safety, are experienced in laser safety.

The installation of the reflective optic on the top cap of the TMA, along with the calibration screen illumination characterization equipment (photodiodes etc.) will be installed after completion of the TMA (December 2018). This piece is required for full integration testing of the components, as well as verification of requirements.


[bookmark: _Ref466462749]In-Dome Calibration System Integration 
Integration of components, specifically with the TCS, is planned to begin in February 2017. Of specific interest is development of the beam transfer optical componentry and algorithms prior to installation in Chile. Although beam transfer and capture systems have been developed for analogous systems (i.e. laser guide stars), the polychromatic nature of the LSST system creates challenges that should be addressed before installation of the system in Chile. Furthermore, it provides an opportunity for early integration of the system with the TCS which will help to mitigate future complications. Due to this system being integrated at the same time as the equipment discussed in section 6.6.1.2, it also provides an opportunity to test the OCS sequencer should it be available for use. 

The integration and test of the calibration screen involves two major components. The first is the development of the relationship between the measured brightness for a given optical system (e.g. photodiode) located on the top end of the telescope as a function of telescope position. Having a model that incorporates the field-of-view and vignetting profile of the system combined with the birefringence distribution function (BRDF) as a function of wavelength for the surface material of the screen is the most challenging aspect of this integration. This measurement system will also be used for verification of the radiant exitance uniformity requirement (TLS-REQ-0091). Upon development of this system, the second step for system integration is to use the data to determine the amount of displacement (tip/tilt/piston) required to the individual calibration screen panels to maximize the flatness and therefore ensure uniform illumination of the telescope pupil. It would be possible to adjust the global tip/tilt of the calibration screen using a measurement of the low-frequency flux variations in the unvignetted portion of the LSST field of view, however, it is not possible to measure the effects of the individual panels due to an inability to differentiate between mid-frequency variations and actual response variations of the telescope. This is one of the reasons why verification of the calibration screen requirements does not use ComCam or the LSST camera.

Integration of the CBP to the TCS will be performed in Tucson. Integration within the OCS, notably the coordination sequence within the OCS sequencer, will occur in Tucson to the level possible. Full implementation of the sequence that will be used during commissioning within the OCS, even in simulation mode, requires the CBP Coordinate Relationship tool being developed by the Data Management team. Ongoing communications with DM regarding the development timeline of this tool is ongoing. After the integration in Tucson, it is anticipated that the CBP will tested using DECam and the Blanco telescope. This exercise will be used to better integrate the system and develop the necessary tools, as well as producing a dataset that the DM team can use to test and optimize their reduction software.

[bookmark: _Ref466462666]In-Dome Calibration System Verification 
All In-Dome calibration systems will be verified prior to beginning commissioning. Verification of the CBP requirements in LSE-60 are to be completed using a combination of vendor tests and tests performed by T&S personnel. The remaining requirements associated to the In-Dome Calibration systems will be tested at the system level. The only significant specialized piece of software (and possibly hardware) required to perform verification tests of the In-Dome calibration systems is for the calibration screen radiant exitance flux uniformity (TLS-REQ-0091) discussed in the previous section. 

In-Dome Calibration System Handoff to Commissioning
As mentioned in the previous section, all LSE-60 level requirements will be verified prior to entering the commissioning phase. The commissioning activities will be related to testing the calibration hardware components with ComCam and eventually the LSST Camera. These sorts of tests will include taking flat fields with proper synchronization of the individual components, such as the camera exposures are taken simultaneously with the laser propagation system operating in closed loop, the NIST diodes measuring the flux levels, and the spectrometers measuring the laser wavelength. A similar sequence of events will be performed when using the CBP, which will incorporate the coordinate transform tool being delivered by DM, as well as scripting the sequence of events required to characterize the filter transmission as a function of physical beam position.

[bookmark: _Toc517109460]On-Sky Pointing Tests
Pointing tests will be performed on-sky at night using a small instrument attached to the telescope mount. This operation will be performed before installation of the mirror assemblies. The purpose is to build the first telescope pointing model to achieve a pointing accuracy ~10arcsec or better which will be sufficient for pointing with the Shack-Hartmann wavefront sensor or the high-speed imaging camera. The telescope pointing model will be continuously improved during commissioning and operations. Additionally, fiducials located on the instrument will be used with the laser tracker to boresight its line of sight with the telescope mount elevation axis and to estimate a mount flexure model as the telescope elevation changes.


The basic set-up is to use the equivalent of a star tracker (ST) that will determine the pointing by matching up stars in its field to known objects in astrometric catalogs. A similar system exists currently on the WIYN telescope to help with the telescope pointing. Their system uses a small CCD camera from Allied Vision with a high-resolution objective to obtain a ~7 degrees x 5 degrees field-of-view (FOV).


[image: ]
Figure 35: WIYN Star Tracker CCD Camera
The astrometry.net code is used as recognition software to analyse the images and to determine the world coordinate system coordinates of the image at the chosen reference point. WYIN is able to determine the telescope pointing in less than a second in average after an exposure time of 5 seconds or less. Pointing accuracy better than 10 arcsec has been reported with this system. The astrometry results will be used in conjunction with the TPOINT software to create the telescope pointing model.

[bookmark: _Toc517109461]Global Interlock System Integration and test
The Global Interlock System (GIS) is the safety system whose function is to manage the interlocks identified in the hazard register that are not already included in the interlocks delivered with the subsystems (like the TMA interlock system for example which is delivered with the TMA). The detail design of the GIS is currently under contract and this contractor will be in charge of the integration and test of this system on the summit.

The preliminary design of the GIS is captured in document LTS-99 and the documentation will be updated to detail the final design of this system. The GIS architecture is based on using Pilz safety controllers which offers a large selection of controllers, I/O devices and have a strong presence in Chile. The selected architecture considers subdividing the LSST facility in key areas with local monitoring using full size or mid-size safety controllers, which incorporate all safety interlocks required for each particular area or subsystem without having to build expensive support hardware. Communications between safety controllers allows for facility wide monitoring and distributed implementation of safety procedures where emergency stops have the highest priority.

The GIS central safety controller will be connected to an external computer to publish the status of the system using the middleware. The DDS communication will be only used to monitor the safety controller, but not to write anything inside the controller. The modification of the safety controller program is only allowed by the development software. 

The integration of the GIS within the facility is planned to start soon after the network installation on the summit to be ready for testing with the dome and the platform lift. During integration and testing of the subsystems delivered on the summit, some tests will be dedicated to the interlocks to ensure the safety. GIS testing with the TMA interlock system will be performed during the TMA integration. Additionally, interlock tests are planned with the hexapods and rotator, the M1M3 and M2 system, the auxiliary telescope and the calibration system including the laser.

The integration of the GIS within the facility is planned to start after the network installation on the summit to be ready for testing with the dome and the platform lift. During integration and testing of the subsystems delivered on the summit, some tests will be dedicated to the interlocks to ensure the safety. GIS testing with the TMA interlock system will be performed during the TMA integration. Additionally, interlock tests are planned with the hexapods and rotator, the M1M3 and M2 system, the auxiliary telescope and the calibration system including the laser.
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Figure 36: GIS General Architecture
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Figure 37: GIS interface with OCS middleware


[bookmark: _Toc517109462]AIV Equipment
This section describes the AIV equipment required for all the main telescope subsystems. This equipment include surrogates masses for balancing, carts to support and to move an assembly, lifting equipment to carry and to install a subsystem and test stands to tests components.

[bookmark: _Toc517109463]Surrogate Masses
The main surrogate masses are summarized in table 1.

Table 1: Main AIV Surrogate Masses
	Subsystem
	Surrogate Mass
	Provider

	TMA
	Camera Support Assembly
	TMA Contractor

	TMA
	M2 Assembly+M2 Hexapod
	TMA Contractor

	TMA
	M1M3 Assembly
	TMA Contractor

	M2
	M2 Mirror
	M2 Contractor

	M1M3
	M1M3 Mirror
	M1M3 Cell Contractor

	Camera Rotator
	Camera
	Hexapod Contractor

	M2 Hexapod
	M2 Assembly
	Hexapod Contractor



The purpose of the surrogate masses is to ensure that the telescope can be balanced. Operation of the TMA requires that the center of mass of the TMA and all attached equipment be precisely aligned with the TMA’s elevation axis. Any significant misalignment produces a torque which must be counteracted. When slewing or tracking this torque is counteracted by the elevations drives. When stationary this torque is counteracted by the power off brakes. If the torque capacity of either of these system is exceeded damage or a runaway condition can occur. Since a runaway condition usually result in an impact at the end of the elevation travel, it is extremely hazardous. Even if the torque does not exceed the capacity of the drive system, the extra power required to counteract out of balance produces heat which can significantly degrade image quality. 

The TMA has a motorized balancing system to achieve the precise balance required, however this system only has enough capacity to balance the system during displacements of the CG that would occur during normal operations. It does not have sufficient capacity to balance the TMA when major components are missing.

The TMA must be balanced about the elevation axis through all steps of the integration and testing process. This includes factory and site integration and testing. Any operation of the TMA that requires elevation axis motions requires this balance. To achieve this balance surrogate masses are utilized to represent the missing components. Since the purpose of these surrogate masses is to balance the TMA about its elevation axis, these surrogate masses must mimic both the CG and mass of the components they represent. Since the TMA has an on-board balancing system, the accuracy of the CG and mass combinations of the mass surrogates must be sufficient to balance the TMA within the range of the motorized balancing system.

· Telescope Mount Assembly factory testing surrogates: It would be expensive, risky and impractical to test the TMA in the factory with the actual telescope components. Consequently, the TMA vendor is required to provide three surrogate mass assemblies for factory testing, which are also used for onsite validation.
· M1M3 Mirror Cell Assembly Surrogate		
· M2 Mirror Cell Assembly & hexapod Surrogate	
· Camera Support Assembly Surrogate (with hexapod and rotator, etc..)

[image: ]
Figure 38: TMA M1M3 Assembly Surrogate
· Telescope testing with surrogate optics: Once the performance of the TMA has been certified onsite, the factory testing surrogates are removed. The M2 hexapod and camera hexapod/rotator are installed, along with the surrogate camera mass. Both the M2 and M1M3 mirror cell assemblies are installed. However, at this stage these assemblies contain surrogate mirrors and not the actual optics. These surrogates allow for on telescope testing of all the optical support systems without endangering the optics. These systems include the M1M3 active optics, M2 active optics, Camera hexapod/rotator and M2 hexapod. This testing also allows for the refinement of the installation and removal methods without endangering the optics
· M1M3 Mirror only Surrogate			
· M2 Mirror only Surrogate				
· Camera only Surrogate	
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Figure 39: M2 Surrogate Mirror

· Telescope general testing: Besides the surrogated described above an M2 mirror cell assembly surrogate is being acquired. This surrogate is required for the testing of the M2 hexapod. It will also be required if all the optical systems need to be removed simultaneously, and during interferometric testing.   
· M2 Mirror Cell Assembly (no hexapod)		   

[bookmark: _Toc517109464]Carts
Three major carts are required for the three major optical systems, M1M3 mirror cell assembly, M2 mirror cell assembly and camera support assembly.
· M1M3 Mirror Cell Cart: The M1M3 mirror cell assembly cart (M1M3 cart) rides on rails embedded in the floor to transport the ~60 tons of M1M3 mirror cell assembly and cover, between the coating chamber and the TMA. This is an electrically driven cart. This cart is required to drive the M1M3 mirror cell assembly into the TMA and then position it, with 6 degrees of freedom, so it can be fastened to the TMA. This positioning is also required to orient the M1M3 mirror cell assembly relative to the coating chamber. The M1M3 mirror cell assembly will rest on this cart during integration with the M1M3 mirror. Once the M1M3 mirror is integrated, the M1M3 mirror cell assembly will always either be attached to the TMA or supported by this cart.  This Cart is under fabrication by CAID. 

[image: ]
Figure 40: M1M3 Mirror Cart supporting the M1M3 cell

· M2 Mirror Cell Cart: The M2 mirror cell assembly cart (M2 cart) will be used to transport the 5 tons, M2 mirror cell assembly between the coating area and the TMA. As a result of its significantly less mass and size than the M1M3 mirror cell assembly, the M2 cart uses pneumatic tires and is pushed / towed by power tugs. This allows for the M2 cart, with or without the M2 mirror cell assembly, to be conveniently positioned within the support building or dome lower enclosure. This cart has the capability to rotate the M2 mirror cell assembly 360 degrees about the elevation axis. This allows the mirror to be integrated into the cell in the traditional optical surface upward position. The M2 mirror cell assembly can then be rotated to any orientation for testing or removal. For coating, the M2 is oriented with the optical surface upward. A mirror lifter, attached to a crane, then removed the M2 mirror from its cell and deposits it in the lower enclosure of the coating chamber. For installation on the TMA the M2 mirror cell assembly is oriented with the optical axis horizontal. It is removed by the dome crane and transferred to the TMA. Since the cart is required for testing of the M2 mirror system it is provided by the M2 mirror cell assembly contractor, Harris.

· Camera Support Assembly: The camera support assembly cart is used to integrate and transport the camera support assembly, which includes the camera, camera hexapod / rotator, integrating structure, camera cable wrap and some electronics and thermal control equipment. All of these components are assembly together and tested, as a unit, before installation of this unit onto the TMA. This unit is attached either the TMA or the Camera support assembly by fastening to the integrating structure. This cart is similar to the M2 cart in that it uses pneumatic tires and is pushed / towed by power tugs. All the components are assembled in the optical axis horizontal configuration. The assembled camera support assembly is installed and removed in this orientation. Consequently, this cart does not have any capability of rotating the camera support assembly for testing. However, since the camera is supported by the camera hexapod/rotator which can change the gravitational orientation of the camera during testing if required. This item has not yet been awarded to a contractor.

[bookmark: _Toc517109465]Lifting Equipment
The main lifting equipment is summarized in table 2.

Table 2: Main AIV Handling Equipment
	Subsystem
	Handling Equipment
	Provider

	M2 Mirror
	M2 Mirror Lifter
	M2 Contractor

	M1M3 Mirror
	M1M3 Mirror Lifter
	M1M3 Mirror Contractor

	Camera
	Camera Support Lifter
	TMA Contractor

	M2 Assembly
	M2 Cart
	M2 Contractor

	M1M3 Assembly
	M1M3 Cart
	M1M3 Cell Contractor

	Camera Assembly
	Camera Cart
	LSST



There is a large 60 metric ton overhead bridge crane in the facility support building which is capably of covering most of the area of the main floor. This crane has sufficient capacity to move the entire M1M3 mirror cell assembly if necessary. The dome has a similar crane but with a lower capacity of only 18 metric tons. The coverage of the dome crane, combined with the rotation of the dome provides coverage over the entire floor of the enclosure. Both of the cranes have precision motion controls. In general these cranes use standing slings, spreader bars, etc during lifting, however, several specific lifting fixtures are required for telescope integration.

· M1M3 Lifting fixture / spreader bar: The M1M3 is removed from it transport container and moved to the M1M3 mirror cell through the use of a vacuum lifter. This vacuum lifter attaches to the optical surface of the M1M3 mirror by a series of large vacuum cups. A crane is then used to lift the combined vacuum lifter and M1M3 mirror. This vacuum lifter was developed by the University of Arizona Mirror lab for use in their facility. Since this facility is specifically designed for integrating large optical system, it has a very large overhead height which facilitates the use of this vacuum lifter. When the lifter is used at the LSST site for the one time integration a custom 6 point spreader bar will be required to accommodate the lifter with the facilities reduced overhead height. The contract for this spreader bar has not yet been awarded.

[image: ]
Figure 41: M1M3 Lifter on top of M1M3 Mirror

· M2 Mirror Lifting Fixture: Unlike the M1M3 which remains in its cell during the coating process, the M2 mirror is removed from its cell and placed inside the lower vessel of the coating chamber during coating. To accomplish this, the M2 mirror cell assembly is transferred to the M2 cart and rotated to the optical surface upward orientation. The M2 Mirror Lifting Fixture is attached to the six tangent link mounts on the M2 mirror perimeter. The bridge crane is then used to lift the M2 mirror out of its cell and relocate it to the coating chamber lower enclosure. Since the M2 vendor (Harris) requires this fixture to move the M2 mirror during the figuring process, they are providing this lifting fixture.  
· M2 Mirror Cell Assembly Lifting Fixture: Installation of the M2 mirror cell assembly onto the TMA is the procedure that limits the minimum height of the Dome crane. The minimum height of the Dome crane limits the minimum height of the Dome. Consequently, rather than use standard rigging which would require an ~ 0.5 meter increase in the dome / dome crane height a custom fixture will need to be produced which attaches directly to the M2 mirror cell assembly. The fixture is not yet under contract.  
· Camera Support Assembly Lifting Fixture: A camera support assemble lifting fixture (lifting fixture) is used to transport the camera support assembly, by crane, between the Camera Support Assembly Cart and the TMA. The optical axis of the camera is held horizontal during this process. This fixture is bolted to the integrating structure of the Camera Support Assembly, while it is still attached to the Camera Support Assembly Cart. A crane is then attached to the lifting fixture, and the integrating structure is unfastened from the Camera Support Assembly Cart. The Dome crane is then used to transport and install the Camera Support Assembly into the TMA. The Integrating structure is fastened onto the TMA and the Lifting Fixture is unfastened and removed. Installation of the Camera Support Assembly into the TMA requires that the CG of the crane hook attachment, the Camera Support Assembly and the lifting fixture are all vertically aligned when the Camera Support Assembly and the lifting fixture are assembled. This prevents the rotation of the optical axis of the camera away from horizontal during the process. It also keep the lifting fixture to integrating structure interface aligned for installation and removal of the lifting fixture. This lifting fixture is provided by the TMA vendor EA. 

[image: ]
Figure 42: Camera Lifter with zoom on Balancing Mechanism
[bookmark: _Toc517109466]Test Stands
To demonstrate that they meet their requirements, all the mechanisms of the active optics system require extensive testing. This includes the components of the M1M3 mirror support system, M2 mirror Support System and Hexapods/Rotators. Each type of component requires a test stand that can verify the components performance while mimicking the operational installation.
· M1M3 Mirror Support System Test Stands: The M1M3 mirror support system is principally comprised of its pneumatic figure control actuators (actuators), and its hardpoints. The pneumatic figure control actuators support the mirror against gravity, wind, dynamic, etc. loads. The 6 rigid hardpoints form a large hexapod and control the position of the M1M3 mirror relative to its mirror cell. Although there are various types of actuators only a single actuator test stand design is required to test any one of them. Multiple copies of this design may be produced to increase the testing rate of the large number of actuators. A single test stand is used to test the hard points. These test stands are being provided by LSST PO
· M2 Mirror Support System Test Stands: The M2 mirror support system is principally composed of electromechanical figure control actuators (actuators) and electromechanical tangent links. The actuators provide support in the optical axis direction and the tangent links provide support in the transverse directions. Positioning is accomplished by operating 3 axial actuators and three tangent links displacement controlled. The rest of the actuators and tangent links are operated force controlled to support the M2 mirror and control its figure. Both the axial actuators and the tangent links require test fixtures. Since these items are produced and tested at the vendor’s (Harris) facility, they are providing these fixtures. These fixtures will be transferred to the LSST PO at the completion of the project.

[image: ]
Figure 43: M1M3 Actuator Test Stand
· Hexapod and Rotator Test Stands: Since the hexapods control the position of the M2 and Camera relative to the M1M3, their performance is essential to the safe and effective operation of the telescope’s optical system. Since the rotator must actively rotator the camera during an exposure to match the sky rotation, its performance during imaging is paramount. Consequently, these systems undergo extensive testing. The individual actuators are first tested in an actuator test figure to verify they meet the requirements. The actuators are then assembled into the M2 hexapod and the Camera hexapod / rotator. The assemblies are then tested in a hexapod and rotator test frame. This fixture allows for testing throughout the elevation range. It also allows for the required 200% proof testing. These test fixtures are provided by the hexapod and rotator vendor Moog CSA. The individual actuator test fixtures will be provide to LSST PO at the end of the project. As a result of its large size ~4 x 4 x 10 meters, and limited usefulness the system level test fixture will not be transferred to LSST PO.




[bookmark: _Toc517109467]Optical Equipment and Analysis Software
This section summarizes the optical test equipment and analysis software required for optical testing. 

	Test
	Equipment
	Provider

	Interferometric Test
	Interferometer + Holograms + Support Structure + 2nd Integrating structure
	LSST + TMA contractor

	Alignment
	Laser Tracker
	LSST

	On-axis test
	Shack-Hartmann Wavefront Sensor + high-speed camera
	LSST



A camera surrogate mass designed and provided by LSST will support the Shack-Hartmann wavefront sensor and the high-speed camera. It will also be used to support the commissioning camera.

[bookmark: _Toc517109468]Test Equipment Required for Telescope Optical Testing
The main equipment required to perform the telescope optical testing is composed of: 
· A Laser Tracker to perform the integration and alignment using the fiducials attached to each optical assembly
· An Interferometer to perform the optical testing of the M3 mirror after assembly on the telescope
· A Shack-Hartmann wavefront sensor installed at the focus of the 3-mirror telescope to measure the wavefront error
· A camera to install at the focus of the 3-mirror telescope to investigate image quality systematics

0. [bookmark: _Toc465337612][bookmark: _Toc465951689][bookmark: _Toc466017709][bookmark: _Toc517109469]LEICA Laser Tracker            
The Leica Absolute Tracker AT930 is the next generation 3D laser tracker with high-speed dynamic measurements capabilities from Leica. It features automatic target location, real-time architecture and the ability to instantly re-establish an interrupted beam.

[image: ]
Figure 44: Laser Tracker LEICA AT930

The PowerLock active vision system ensures that the laser automatically follows the user, re-establishing an interrupted beam with a typical uncertainty of just 10 µm in a +/-5 degree field of view with no user interaction required.  The Absolute Interferometer (AIFM) provides the measurement speed of an interferometer and the accuracy of an absolute distance meter, while the real-time operating system supports a measurement rate of up to 1 000 points per second. 

The all-in-one design with levelling equipment, environmental monitoring and overview camera all built into the device enables users to simply unpack the tracker and start to measure. Also featuring wireless communication and a choice of mains power or battery option, the AT930 can operate virtually anywhere.

Many different types of fiducials are available to be used with the LEICA laser tracker. Reflectors for fixed positions may be used for permanent installation for taking measurements in order to monitor small relative movements over long period of time. These can be hot glued in place or attached with clamps because the sphere is made of aluminum and an attachment via a magnetic base is not possible. Other possible fiducials include tooling ball reflectors that provide more usable spherical surface and include an optimized prim coating for measurements with LEICA absolute distance meter.

[bookmark: _Toc517109470]Interferometer from 4D Technology
Multiple interferometers could be used for this test. Preference is for the 4d Technology PhaseCam 6000. It is a compact and lightweight dynamic laser that can be used without vibration isolation. Also possible is the AccuFiz laser interferometer, a Fizeau-type interferometer. It is one of the industry leading interferometers available today. It was designed to work in multiple orientations and to take measurements despite vibrations, without isolation. It includes a motorized tip/tilt and an adjustable brightness alignment camera that will simplify the adjustment while mounted on the telescope. A thermal enclosure will be mounted around the interferometer to maintain a temperature within the operational range of the instrument. The spec sheet is available below for more technical information. The AccuFiz interferometer camera uses a CCD with 1200x1200 pixels. The pixel size is 5.5 micron square.
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Figure 45: Interferometer Optical layout
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Figure 46: M3 Computer Generated Hologram
The interferometer is used with a computer generated hologram (CGH) null corrector to modify an incoming spherical wavefront from an interferometer focal point into the desired aspheric wavefront. The same CGH that was used during M3 fabrication will be used on the summit. One very convenient aspect of doing this is that alignment patterns were written on the CGH, which never change with respect to the main transmitted wavefront. For M3, an outside annulus was written that allows the interferometer to be aligned to the CGH.

[bookmark: _Toc517109471]Shack-Hartmann Wavefront Sensor from Imagine Optics
The Shack-Hartmann wavefront sensor (SHWFS) selected for the testing of the telescope is a HASO3-128Ge2 from Imagine Optics. The linearity of this wavefront sensor is expected to be 0.1% or better and systematic errors are less than l/100 RMS. This SHWFS has a large number of microlenses (128x128) and a large measurement dynamic range which will be useful to measure the coma at the 3-mirror telescope focus.
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Figure 47: Haso3-128 Shack-Hartmann wavefront sensor
The maximum exposure duration of the HASO3-128 is around 1second. However, it is possible to average images in order to average the atmospheric seeing. For example, it is possible to add 1000 images with a 100ms exposure time before calculating the wavefront. This would be equivalent to a 100second exposure.
The SHWFS is calibrated and characterized at the factory. Additionally, a small calibration bench will also be built to test the system before mounting on the telescope. This bench will simulate an f/1.2 output beam using a microscope objective or similar. 

[bookmark: _Toc517109472]High-Speed Camera
A high-speed camera will also be mounted at the focus of the telescope to be used as a direct imager. It will provide the first image of a star at the focus of the telescope. This information will be used to characterize the image quality in combination with the SHWFS. The high-speed capability will allow the measurement of high temporal frequency motions at the focal plane to investigate potential issues with vibrations. Multiple high-speed cameras are available on the market. We currently have selected the Zyla 5.5 from the company Andor. This camera has a 5.5 megapixel CMOS detector that would provide a 5.5 arcmin x 4.7 arcmin field of view on the sky. The camera can reach a full frame rate of 100 frame per second. 

[image: ]
Figure 48: Zyla 5.5 ANDOR CMOS Camera

[bookmark: _Toc517109473]Analysis Software
The selected optical equipment is delivered with an acquisition and analysis software package to measure the relevant parameters from the acquired data. The laser tracker is distributed with a software package called Spatial Analyzer (SA). The interferometer wavefront analysis software is called 4Sight and the Shack-Hartmann wavefront sensor code is called WaveSuite.
In addition, LSST has developed a software pipeline for the analysis of the interferometer data used originally during the M1M3 polishing phase for acceptance of the mirror. This software will be used during the interferometric testing.

[bookmark: _Toc517109474]Spatial Analyzer            
SpatialAnalyzer (SA) is a portable metrology software package that is a user-friendly and instrument-independent, traceable 3D graphical software platform. SA can simultaneously communicate with virtually any number and type of portable metrology instruments. This includes laser trackers, arms, laser radars, scanners, projectors, theodolites, total stations, and photogrammetric devices–all featuring a common interface for each instrument class. It includes alignment features, real-time built and virtual assembly, traceability, GD&T inspection, uncertainty calculations, geometry inspection, automation and reporting tools.

SA integrates CAD models of component assemblies and instruments to make it easy to build, inspect, and control optimal system alignment. This capability enables measurement groups to share equipment and therefore choose the combination of measurement technologies that best fits the measurement job. The image below shows the telescopes primary optical components and a potential tracker location. SA is used to simulate the measurements between the tracker position and each potential target. Simulating measurement line of-sight and expected measurement uncertainty are standard SA features. SA provides uncertainty field analysis from real and simulated measurements. They are graphically and numerically presented (as shown in the figure above) from a series of discrete points that represent the modeled uncertainty due to the measurement device. These discrete point clouds are created by simulating the effects of device errors on a measured coordinate. This simulation is performed by injecting uncertainty into the instrument parameters and determining the effects on the measurements.

[image: ]
Figure 49: Example of SA Analysis Results

LSST uses SpatialAnalyzer during Telescope integration and alignment to analyze the measurements. Additionally, SA has a scripting capability that allows automatic sequence of measurements. Scripts will be written for tests that are repeated regularly and for operations of the laser tracker located in the M1M3 center hole.

[bookmark: _Toc517109475]4Sight Interferometer Software Package
This data analysis software includes all the features required to analyse interferometric data with 2D and 3D displays, filtering, data masking, fiducial alignment, diffraction analysis and more. 
Real time video is available during alignment and data acquisition includes multiple modes like single, continuous or averaged. A complete analysis package is also included with geometric analysis (spot diagrams,…), diffraction analysis (MTF,PSF,…) and Zernike decomposition.

[image: ]
Figure 50: Example of measurement screen from 4Sight software


[bookmark: _Toc517109476]LSST M1M3 Analysis Pipeline
The interferometric data reduction was an integral part of the LSST M1M3 acceptance test. The data reduction software transforms raw data taken using the interferometers into best estimate of mirror figures that will be achieved at the telescope. In an effort to understand and cross-check the data processing that was carried out by the Steward Observatory Mirror Lab (SOML) during M1M3 acceptance test, the LSST project implemented our own M1M3 interferometric data reduction pipeline. A detailed description of this pipeline and step-by-step comparisons with the SOML pipeline can be found in Document-17912. Below we provide a brief summary of this pipeline.

This data reduction pipeline is fairly complex, because of the various corrections and adjustments that are needed. In the order they are implemented in the pipeline, the corrections included those due to the mapping distortion in the interferometric test, force errors in the supporting actuators, thermal variations during testing, alignment errors, and known errors in CGH optics. 
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Figure 51 The final interferometer maps and the structure functions.  Top row: M1 and M3 surfaces from the LSST pipeline. Center row: M1 and M3 surfaces from the SOML pipeline. Bottom row: comparison of the structure functions to the M1M3 specifications.
The adjustments are those made to the reference of the surface figure based on the radius of curvature and conic constant of the as-built mirror, and the subtraction of mirror bending modes. Each correction or adjustment is aimed at correcting a specific error that exists in the measurement process.
The LSST M1M3 data reduction pipeline and the SOML pipeline produce similar final surfaces that meet the structure function specifications. Figure 1 shows the final M1 and M3 surfaces from our pipeline (LSST pipeline) and the SOML pipeline and the structure functions for each reduced surface shape. The LSST pipeline will be used to conduct the same kind of optical testing on M1M3 during the mirror cell integration and during verification. 


[bookmark: _Toc517109477]Shack-Hartmann Analysis Software            
The Shack-Hartmann wavefront sensor (SHWFS) is delivered with a software package for analysing the wavefront sensor data. The software uses a graphical interface that makes standard data reduction straightforward. 

[image: ]
Figure 52: Example of a Zernike Fringe Coefficients Decomposition available from the software package

The graphical user interface (GUI) provides the capability of customizing the data reduction to the customer configuration, and it simplifies the process. Masks can be created and stored. Script can be written to manipulate images, apply calibrations, create OPDs and fit Zernikes. A configuration file can be loaded to set the system and start analysing data almost immediately. The data will be saved locally and also a copy will be made into the engineering facility database. Finally, a simulator mode is also available to generate SHWFS images based on the optical design of the system and associated wavefront images.
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Figure 53: Example of a simulated wavefront


[bookmark: _Toc517109478]Interferometer and Wavefront Sensor Spec Sheet

AccuFiz Fizeau Interferometer
Shack-Hartmann HASO 3 -128 GE2
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AccuFiz Interferometer in use at NOAO
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[bookmark: _Toc517109479]Instrumentation Design

The design of the instrumentation as used on the telescope is described in this section for the M3 interferometer assembly, the SHWFS test and the high-speed imaging camera. The description of the commissioning camera is not included in this document because it will be used during commissioning even though T&S is responsible for its construction. Please refer to the documents LTS-508 and LSE-79 for more information on this instrument.

[bookmark: _Toc517109480]M3 Interferometer Assembly
The selected Accufiz interferometer will be mounted on the telescope top end within a structure that will provide all 6 degrees of freedom to adjust the position of the interferometer relative to the M3 surface. This structure will be similar to the assembly used to test the M1M3 mirror at the University of Arizona Mirror Laboratory in Tucson except that it will be designed not just for zenith pointing direction but also for variable elevation angles. The integrating structure needs to be removed to locate the instrument at the M3 radius of curvature as displayed in the figure below. An interface plate will be used to mount the assembly on the top end. This plate will also be able to hold some additional mass to balance the telescope.

[image: M3 Interferometer Mount M2 Surrogate]
Figure 54: M3 interferometer assembly attached to the top end
In addition this assembly will support the CGH located in front of the interferometer. A 3D model of the assembly is shown below next to a picture of the existing set-up at the Mirror Lab. It was also determined that a thermal enclosure will be added around the interferometer to maintain a temperature within the operational range of the instrument. All the interferometer adjustment will be motorized to control the instrument remotely for the alignment with the M3 mirror. Fiducials will be installed on the assembly to perform a pre-alignment of the interferometer relative to the M3 mirror using the laser tracker located within the M1M3 mirror central hole.
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Figure 55: M3 interferometer test package at the Mirror Lab (left) and in the 3D Telescope Model (right)

[bookmark: _Toc517109481]SHWFS and High-Speed Imaging Camera Assembly

The SHWFS is a relatively small and simple system that requires to be installed on a larger camera mass simulator to balance the telescope. This camera mass simulator will be mounted on the camera rotator and camera hexapod and attached to the telescope mount using the integrating structure camera support assembly. The camera hexapod will be used to align the axis of rotation of the camera rotator with the optical axis. It will also provide tip/tilt motions around the on-axis focus if necessary. The SHWFS will be mounted on small high-precision motorized stages to be able to adjust focus and alignment relative to the rotation axis when necessary. The camera rotator will be used for tracking during the measurements on-sky.

Fiducials will be mounted on the camera mass simulator and the SHWFS to guide the initial positioning relative to the M1 optical axis using the laser tracker. The rotator axis will be identified by mapping the repeatable motion of the fiducials over the 180degrees range.
[image: ]
Figure 56: Shack-Hartmann WFS system mounted on the camera support assembly

The high-speed imaging camera will be installed next to the SHWFS. Both systems will be mounted on a linear stage with a 100mm travel range in order to switch remotely from one instrument to the other during the night. The motion to switch from one instrument to the other will be calibrated and measured using SMRs mounted on the systems and the laser tracker located in the M1M3 center hole. The high-speed camera will also have small high-precision motorized stages to be able to adjust focus and alignment relative to the rotation axis when necessary.


[image: ]
Figure 57: Mounted on the Telescope

[image: ]
Figure 58: Shack-Hartmann WFS system integrated inside the camera mass simulator


[bookmark: _Toc517109482]Telescope Optical Testing and Alignment Plan
The purpose of this section is to detail the telescope optical methods from the mirror tests performed at the vendor to the initial alignment of the three-mirrors using a Shack-Hartmann wavefront sensor on-axis and a high-speed imaging camera. Specific procedures and test plans will be written to describe each of these tests in more details.

[bookmark: _Toc369268852][bookmark: _Toc517109483]M1M3 Testing at the Mirror Lab
The M1M3 assembly will be characterized in the zenith pointing orientation under the test tower.  This characterization will calibrate/refine the FEA predicted surface bending modes with the as built hardware and control system.  The verification tests of M1M3 will calibrate the global surface modes to what is measurable only from the M3 surface during the on-telescope M3 interferometers tests. In addition, the position of the fiducials located on the outer diameter of the M1M3 mirror will be measured relative to the M1M3 optical axes. These will provide a mechanical reference for the initial alignment with the M2 mirror.

The test tower is used for the interferometric optical testing of the M1M3 mirror. This test is only done in the zenith pointing orientation. Two test packages (one for M1 and one for M3) are deployed from parked positions with traveling bridges which hang from structural steel in the tower.  This configuration allows for simultaneous measurements of both surfaces with minimal amount of obscuration from the equipment.

Each mirror requires a different testing configuration. M1 is a standard Offner null corrector placed above the center of curvature, while M3 uses a diffractive null corrector below the center of curvature. Both systems have certifier CGHs for wavefront validation. The certifier holograms also serve as references for laser tracker measurements when the holograms are aligned to the wavefront. 

During fabrication, the M1M3 mirror was installed in a polishing cell and the mirror surface was measured with visible light interferometry as the ultimate test of surface accuracy. Because the polishing cell did not include the same active optics support system as the operational mirror cell, the mirror FEA model was used to predict the surface bending modes that are removable from the measurements.  The FEA computes the surface shapes and required forces to bend the mirror with actuators at the real locations. As long as the sum of all desired bending modes is within the force budget, it is allowable to mathematically subtract appropriate combinations of bending modes from the measurements to show the theoretical optimum residual mirror figure. 

The M1M3 mirror installed in its operational mirror cell and mirror support system will be measured one more time under the test tower. The same interferometric tests done with the M1M3 mirror in the polishing cell will be repeated. In this configuration, the active mirror support system will be characterized and the results compared with the FEA. Each bending mode correction will be applied using the force actuators and measured optically by the interferometer to test the active control system. The M1M3 residual mirror figure error after bending mode correction will be measured and compared with the expected fabrication error. M3 mirror surface measurements will be acquired to serve as reference during the on-telescope M3 interferometric tests. 

As described below, the same M3 tests will be repeated on site to verify the integrity of the mirror support system delivered to Chile and re-integration of the mirror cell assembly on Cerro Pachon.

	[image: ]
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Figure 92: Test tower configuration at SOML (left) and laser tracker measurement configuration (right)


[bookmark: _Toc369268854][bookmark: _Toc517109484] M1M3 Interferometric Test on Telescope
After the M1M3 mirror assembly and the M2 assembly have been mounted on the telescope (see the alignment procedure in the metrology plan), the main focus will be to verify the integrity of the M1M3 mirror support system for the first time after shipping from Tucson Az. As previously explained, the same interferometric test performed on the M3 mirror at the vendor will be repeated on the summit.
[image: M3 test with M2 Mounted]
Figure 93: M3 interferometer configuration is compatible with M2 mounted on telescope top end
The objective is to use this set-up to test the M1M3 mirror support during the day starting at zenith and then at different zenith angles.  This test will replicate some of the acceptance testing performed previously at zenith at Steward Observatory to link M1 and M3 mirror figure measurements as a monolith mirror. During the zenith tests, each actuator will be used independently to verify their functionality and performance to ensure that the active mirror support system was assembled correctly during integration on the summit. The support matrices will also be verified by dialling successive surface bending modes and measuring the mirror shape with the interferometer. Only the M3 mirror surface will be visible but since the whole surface is affected by each actuator it will be possible to test the actuators located under the M1 surface.

The M1M3 thermal control system will be validated in real conditions during these tests. Thermal tests will be performed to compare with the finite elements analysis (FEA). After testing of all the functionalities and performances of the mirror assembly at zenith, the telescope will be oriented at different zenith angles to repeat the same verifications and to build upon the active optics look-up tables previously populated with the analytic values from the FEA for gravity distortion. These tests will be repeated for different telescope azimuth angles and at different times during the day and night to increase the accuracy of the look-up tables.

As mentioned before, the interferometer will be attached to a mass simulator to replicate the real total mass of the camera support assembly during these tests and to balance the telescope. SMRs will be mounted on the interferometer test set to measure its displacement during the elevation tests and to correct its position relative to the M1M3 mirror using the adjustments provided within the system. 

[bookmark: _Toc369268855][bookmark: _Toc517109485]Telescope 3-Mirror Testing On-Axis
The purpose is to test the M2 mirror support system and to perform the initial alignment of the M2 mirror relative to the M1M3 mirror.
The main steps are:
· test of the M2 actuators (first time after the shipping from vendor)
· test of M2 actuators performance on axis using the modelled look-up-table (or open loop model).
· Check focus dependency with elevation using both the laser tracker and the Shack-Hartmann

The M3 interferometer will be removed from the telescope and replaced by a Shack-Hartmann wavefront sensor (SHWFS) and high-speed camera unit located near the on-axis focal point of the 3-mirror system. The primary function of the CMOS camera is to obtain images at rates up to 100-200 frames per second in order to have a real time feedback of the optical state of the telescope. In addition the camera will allow the AIV team to refine the metrology plan and gross alignment, and will be used during the requirement verification process. This camera will then be utilized during commissioning.

Night-time tests using relatively bright stars/ star clusters will be required to continue the M2 tests and initial alignment described in the metrology plan. Pointing will be checked using the small line-of-sight telescope as explained previously.  Objects close to zenith will be acquired on the guiding CCD camera. When the 3-mirror telescope points to a star field without the science camera corrector, the image field of view is affected by a strong radially symmetric coma pattern. There is a similar effect in images taken at the prime focus of parabolic primary mirror. This effect is relatively strong due to the system fast focal ratio of 1.2. The coma will increase linearly with field position at a rate of approximately 13waves per 0.1deg. 

[image: ]
Figure 94: Fringe Zernike variations with field of view (FOV) in waves (@0.77um). Z5 is astigmatism, Z8 is coma and Z9 is spherical.
This strong effect will overwhelm any other misalignment or mirror figure error. In a way, this strong behavior will help in the initial alignment when observing a field of stars and examining the orientation of the coma tails as the tails will point toward the optical axis of the 3-mirror telescope. Out-of-focus images will also be acquired to measure the location of the central obscuration relative to the pupil center. Although the large central obscuration of the LSST optical design reduces the accuracy of this technique, it will be used to confirm the alignment by verifying its centration in the pupil. Due to the collimation tests done previously, the expectation is that the center of the coma pattern will be close to the M1 optical axis pixel position recorded previously during the day on the CCD camera. If not, depending on the nature of the offset, the M2 mirror would be realigned iteratively using the M2 coma neutral point and the M2 center of curvature.
  
At this point, the center of the coma field will be sufficiently co-aligned with the camera rotator axis and the SHWFS, and guiding will have been tested for different camera rotator angles in preparation for wavefront sensing analysis.  By design, the 3-mirror LSST system provides good on-axis imaging without the science camera corrector and the next phase takes advantage of that fact. Initial on-axis tests with the SHWFS will focus on the M2 mirror support system. The M2 mirror support actuators will be used to verify their functionality and performance and to ensure that the active mirror support system was assembled correctly during integration on the summit. The support matrices will also be verified by dialing successive surface bending modes and measuring the changes in the wavefront using the SHWFS. The M2 mirror cell thermal control system will be active during these tests. Then the SHWFS measurements will be analysed to determine the mirror figure corrections to minimize the overall wavefront error on-axis. It is expected that any residual astigmatism in the on-axis image will be corrected using the M1M3 mirror support system. For these initial tests, the M2 mirror support system will used the optimized forces based on the FEA. This procedure will be repeated at different telescope zenith angles to refine the look-up tables for the M2 positioning. 

Determination of the best focus position on-axis will be pursued using the same equipment. The first step of this process will be to adjust the position of the SHWFS using the camera hexapod and measuring the image spot size for these different positions. The variation of the spot size diameter will be fitted with a quadratic function and the minimum will be defined as the best focus position on-axis. The next step will be to measure spherical aberration to adjust the relative position of both the M2 mirror and SHWFS. Spherical aberration will increase if these systems are not well positioned. The method is therefore to move simultaneously the M2 and the SHWFS to minimize spherical aberration and defocus. This same procedure will be repeated for various telescope zenith angles to measure defocus as a function of this parameter and to establish the steps for maintaining focus. Temperature variations will also have an impact on maintaining focus. Multiple temperature sensors will be distributed on the telescope structure, and these measurements acquired over the course of operations will serve to build an empirical model to adjust focus.

At the end of these tests, the telescope will be able to point at an object with a minimum amount of coma and defocus on-axis, to use this object for guiding and to use the SHWFS measurements to minimize on-axis wavefront errors. Furthermore, once the alignment process using the Shack-Hartmann and high-speed camera is done the position of the mirror M2 and the hexapods relative to M1M3 are recorded and will serve as reference for subsequent alignments. That will conclude the fine optical alignment process.

[bookmark: _Toc369268858][bookmark: _Toc517109486]Camera Installation/removal from telescope
This section was added to explain the general plan of how the camera will be installed or removed from the telescope. Details procedure will be written in cooperation with the camera team to detail the sequence described here.

[bookmark: _Toc517109487]Installation of the Camera on the Camera Cart
The Camera cart will be ready in the staging and test area. The camera rotator and hexapod will be already mounted on the camera cart as well as the Camera cable wrap. This includes the camera bulkhead plate located on the camera cable wrap shaft. Additionally, the limit switches will already be mounted on the plate. This whole assembly will have already been tested and used with surrogate masses on the telescope.

The Camera will be in the white room on its stand and will be transported on its stand in the staging and test area. The Camera will be transferred from the camera stand to the camera cart using the facility crane. The camera will be bolted to the rotator and the three connecting rods between the camera and the camera cable wrap will be installed. All services and utilities will be attached directly to the camera bulkhead plate. The camera can be fully tested in the staging and test area by connecting the camera umbilical utility lines.

[image: ]
Figure 95; Facility side view with Camera ready to be transferred from Camera Stand to Camera Cart
[image: ]
Figure 96: Camera to TMA utilities connection interface


[image: ]
Figure 97: Facility side view with Camera installed on Camera Cart

[bookmark: _Toc517109488] Installation of the Camera on the Telescope
The Camera cart is moved onto the platform lift and the Platform lift is elevated to the Dome entrance. The Camera cart is moved into the dome and placed in front of the telescope top end. The telescope is already pointing at horizon and the camera installation guide rods are attached to the telescope. The laser tracker is operational to guide the camera assembly during installation. The camera lifter is already suspended on the dome crane.

The camera lifter is attached to camera assembly and the camera assembly is lifted from camera cart. The camera assembly is then inserted thru the secondary mirror center hole and is bolted to telescope. The camera lifter is removed from the camera assembly and the guide rods are removed from the telescope. All the systems located in the telescope top end are connected to telescope utilities, including the top end thermal control system.



[image: ]
Figure 98: Facility top view with Camera installed on Camera Cart showing transfer to Platform Lift



[image: ]
Figure 99: Camera assembly on Camera Cart located on the Platform Lift


[image: Camera Removal Fully Retracted SIDE.JPG]
Figure 100: Camera assembly suspended from the Dome crane using the camera lifter

[image: Camera Removal Fully Retracted ISO.JPG]
Figure 101: Camera assembly ready to be installed on Telescope

[image: Camera Removal Lift Attach ISO.JPG]
Figure 102:  Camera Assembly installed on telescope with scissor lift for personnel access



[bookmark: _Toc517109489]Hand-off to Commissioning

The hand-off from Telescope AIV to Commissioning is defined in the PMCS by a series of milestones that represents the deliverables from Telescope and Site:
1- Summit Facility
2- Calibration
3- Telescope and Support Equipment
4- Software
5- Base Facility

In addition, some of the Telescope and Site Subsystem requirements in LSE-60 will need to be completely verified after hand-off to commissioning. In most cases, the verification can start during the T&S AIV period but will need to be finalized during commissioning. In other cases, the verification can only start after hand-off to commissioning.

The details of the hand-off milestones and of the LSE-60 requirements with a delayed verification are given below.

[bookmark: _Toc517109490]Hand-off Milestones
[bookmark: _Toc465337600][bookmark: _Toc465951677][bookmark: _Toc466017734][bookmark: _Toc517109491]Summit Facility
The summit facility hand-off milestones are linked to:
· Camera service rooms (including the white and clean room) being ready for starting outfitting and set-up of the space with the equipment to be provided by the camera. These include also utilities and network being ready.
· Refrigeration lines/utilities being ready and functional and camera utility room being available for installation of the camera refrigeration system and testing. These activities could be done before the science camera is on the summit.
· Computer room and the control room are operational for installation of the camera DAQ/CCS and diagnostic cluster

[bookmark: _Toc517109492]Calibration
The calibration hand-off milestones are linked to:
· Auxiliary telescope and its instrumentation are ready and operational. This instrumentation includes the spectrograph generating spectra and data in control room to be sent to DM as input to the calibration pipeline
· Calibration screen installed on the main dome and ready
· Collimated beam projector installed on the main dome and ready

The handoff from AIV to Commissioning is defined when data from the AT system is ready to be put into the DM ingestion system. Prior to this event, all data acquired during AIV will be stored locally. Operation of hardware, or verification of requirements will not need to use DM software.

Delivery of the spectrograph and detector is currently driving the schedule for completion of the Auxiliary Telescope portion of the AT subsystem. Both the delivery of the instrument portion and the detector portions pose a schedule risk. The full assessment of the schedule risk induced by the instrument portion will be quantified upon reception of the responses to the RFP. Due to the relatively simple design, the risk is deemed less critical then that of the detector and electronics. This risk has been included in the project risk register (SE-317) at the system engineering level as it could impose a delay in the handoff to commissioning.


[bookmark: _Toc517109493]Telescope
The telescope hand-off milestones are linked to:
· Telescope mount is ready for installation of the refrigeration system that is mounted directly on the telescope
· Telescope mount is ready for testing of the refrigeration system
· Telescope is ready for the commissioning camera installation. This milestone happens after the on-axis image quality was demonstrated with the Shack-Hartmann sensor, and the dome daytime AC temperature control is demonstrated and characterized

[bookmark: _Toc517109494]Software
The software hand-off milestones are linked to the EFD being functional and available on the summit along with the OCS and TCS.

OCS features are implemented and verified with all the OCS components functioning, commanding and supervising the observatory subsystems:
· The OCS Middleware v4 is transporting all the messages (commands, events and telemetry) between the OCS, TCS. It is also transporting all the messages between TCS and its control devices.
· The OCS Engineering and Facility Database is storing all the Middleware messages.
· The OCS Application and OCS Sequencer implement all the defined operational modes.
· The OCS Monitor implements user interfaces deployed in the control room.
· The OCS Scheduler v2.0 implements the sciences for the baseline survey and configurable proposals for commissioning activities.

TCS features are implemented and verified for the TCS Supervisor application functioning with all TCS components functioning with real hardware for all TCS functionalities except those requiring the commissioning camera:
· TCS Supervisor application coordinates the software for all TCS software components. 
· Each TCS software component will have been tested with hardware for all functionalities as part of the integration prior to this complete system verification milestone.

[bookmark: _Toc517109495]Base Facility
The base facility hand-off milestones are linked to:
· Data center beneficial occupancy
· Remote observing room is ready for outfitting
· Data center is ready for use
· Offices beneficial occupancy

[bookmark: _Toc517109496]Table with IMS IDs
This table includes all the IDs linked to hand-off to commissioning extracted from the IMS schedule.
	Summit Facility
	
	ID in T&S PMCS

	1
	Camera clean rooms ready for pre-cleaning 
	140413-2200

	2
	Camera clean rooms ready for post-cleaning
	140413-2720

	3
	Staging and Test Area (STA) available for DOE Heavy Equipment Installation
	140413-2900

	4
	Clean room ready for Comcam
	140413-2910

	5
	Camera Utilities ready in STA
	140413-4000

	6
	MRCR ready for Refrigeration Compressors
	140413-6030

	7
	Staging area ready for Pathfinder
	140413-7000

	8
	Summit Network Available
	140408-0100

	9
	Computer room for DAQ/CCS
	140408-0150

	10
	Control room available
	140408-0190

	Calibration
	
	

	11
	Auxiliary Telescope and instrumentation
	6700-1463

	12
	Calibration Screen ready
	140407-6200

	13
	CBP ready
	140407-5000

	Telescope
	
	

	14
	TMA available for installing refrigeration
	140401-2000

	15
	Ready for ComCam
	1404-1100

	Software
	
	

	16
	EFD functional
	140408-3100

	17
	OCS/TCS features
	140408-3700

	18
	OCS/TCS features
	140408-3800

	Base Facility
	
	

	19
	Data Center Beneficial occupancy
	5200-1000

	20
	Remote Observing Room ready for outfitting
	5200-1400

	21
	Data Center ready for use
	5200-1400

	22
	Offices Beneficial Occupancy
	5200-1400



[bookmark: _Toc517109497] LSE-60 Requirements Verification during Commissioning
A preliminary analysis of the LSE-60 requirements was performed to identify the list of requirements for which the verification would be postponed to commissioning or started during Telescope AIV and completed during commissioning. In some cases, it is not clear how the requirement will be verified based solely on the text of the requirement and it is flagged to be reviewed or updated. The verification of some requirements may also entail an analysis over a long period which would have to be done during commissioning. Some other requirements can be verified only after the camera is installed. The affected LSE-60 requirements are listed in the LSE-60 verification plan document.
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[bookmark: _Toc369268859][bookmark: _Toc517109498]Appendix 1: Integration Flow Diagram
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