
IDAC PL STATUS

July 2025 @ Rubin Community Workshop 2025

Tomasz Früboes, Henryk Giemza, Krzysztof Nawrocki, Agnieszka Pollo

Polish LSST Consortium
lsst-astro.pl

https://lsst-astro.pl


Light IDAC - Installation Site

● NCBJ infrastructure for IDAC PL is located at 

Poznań Supercomputing and Networking Center 

(PSNC) (Poznań/Poland)

● Light IDAC implemented as a part of a larger 

system KMD3 / PraceLab2 - in total:

● 25PB storage

● ~ 6k CPU physical cores system + some GPU

● KMD3 (National Data Repository)/PraceLab2 are 

run by consortium of Polish supercomputing 

centres (including NCBJ)



Specification of light IDAC-PL

- 500 CPU cores
- 20-30 cores for system/db
- 470-480 cores for users

- 5 PB of storage
- 2 x 0.25 FTE support stuff
- proposed center could serve 500-1000 users in 

total and 250 users using center concurrently
- QServ as the catalogue database

As specified in guidelines: https://rtn-003.lsst.io/ 

Specification of Light-IDAC (POL-NCB S1) 

https://rtn-003.lsst.io/


Specification of Light IDAC-PL +

- present plan: storage of (lite) catalog data
- new present-day needs: images 

(at least co-adds)

Under consideration @’23 => Must have @’25+

- additional storage (double+)
- access to GPUs for ML
- access to more CPUs
- → funding project for extra storage, CPU 

and GPU accepted and ongoing (for now 
out of scope of the Light IDAC - an 
addition)

Specification of Light-IDAC (POL-NCB S1) +



Light IDAC PL Architecture
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Current status
Light IDAC PL 

- installed @PSNC
- ~1/3 (a few PB) of the storage up and running (NFS appliance with fast SSD cache)

- the rest is to be set-up and configured (as dCache instance) - ongoing
- no hard problems during installation

- some more work needed for running on OKD  (OpenShift Community Distribution), 
which is more security-strict by default compared to pure Kubernetes

- the latest RSP is running on hardware @PSNC (currently requires NCBJ VPN to access)
- successful tests of data transfers using RUCIO (SLAC -> IDAC-PL) achieved
- tests (functional / scalability / etc) of Light IDAC-PL RSP using real life scenarios (LSB) on DP1 data if possible - 

underway 
(estimated time: 2-3 weeks)

- we are technically ready to download and securely process DP1 and DRn data
- the procedure to securely provide LSST data to users 

(for IDAC tests only for limited subset of our local DRHs) has been developed
- final version of Authentication & Authorization Plan Policy document being prepared, to be send for 

acceptance this week

(Not so Light) IDAC-PL+

- new project to double+ our storage resources, add CPUs and GPUs for enabling image analyses  - ongoing
- access to GPU Slurm based cluster is being prepared with PCNS



rsp2.cis.gov.pl



In-kind software effort and the main 
science cases

● Science Pipeline Development in the LSST 

○ Galaxies Science Collaboration

○ Dark Energy Science Collaboration

○ AGN Collaboration

● Ongoing, but signed MoA needed to 
successfully apply for budget for more FTEs to 
complete (in progress). 




