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. Overview documentation page:
BRA-LIN S4 - PZ Services https:/linea-it.github.io/pz-Isst-inkind-doc/
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© Home BRA-LIN-S4

1. S4.1 +S4.2: PZ Server

Timeline In-kind contribution program BRA-LIN-54 - Photometric Redshifts.

LineA Key Personnel .
Introduction

Rubin Observatory Key Personnel
. m
2 . S4 . 4 ° PZ C 0 p ute B . This page describes the in-kind contributions offered by the Laboratério Interinstitucional de e-

Astronomia (LineA) to Vera C. Rubin Observatory, approved as part of the in-kind contribution
program BRA-LIN. The BRA-LIN in-kind contribution proposal document is available on this link.

BRA-LIN-54.4

This is a live document that started with the description of planned work. It is regularly updated to
offer a high-level description of the software produced, as long as the program evolves. Technical
documentation of each piece of software should be delivered together with the code in the
respective repositories. For comments or suggestions, please open an issue here.

3. $4.3: PZ Validation Cooperative

The Section 4 of the BRA-LIN proposal refers to the contributions related to Photometric Redshifts.
It is organized in four subsections (click for more details):

« S$4.1 - PZ Training Set Maker

« 54.2 - PZ Server

« $4.3 - PZ Validation Cooperative

« 54.4 - PZ Tables as Federated Datasets

Rubin PCW 2023

LineR
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1. PZ Server

The website and data storage service

O Repo: linea-it/pzserver_app
Project: PZ Server

Overview:

e Host service for lightweights pz-related
data products (e.g., training sets).

e Separate pages for Rubin official and
user-generated data products.

Rubin PCW 2023

Advanced stage of development!
Test environment available at:

https://pz-server-dev.linea.orqg.br/

HOME ABOUT TUTORIALS CONTACT

Photo-z Server

Welcome to the Photo-z Server! This is an ancillary service available to Rubin Science Platform users to host lightweight data products related to photo-zs.

e
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1. PZ Server

The website and data storage service

O Repo: linea-it/pzserver_app
Project: PZ Server

Overview (cont.):

Python API
Library:

$ pip install pzserver

Tutorial notebook:

# pzserver

Home page

Install

API Reference

Notebooks
Photo-z Server - Tutorial Notebook
Notebook contents
The PZ Server

The PZ Server API (Python library
pz-server-lib)

Product types

$ git clone https://github.com/linea-it/pzserver.git

Rubin PCW 2023

Advanced stage of development!
Test environment available at:

https://pz-server-dev.linea.orq.br/

Display basic statistics

[30]: train_goldenspike.data.describe()

[30): mag_em_g lsst mag err_|lsst mag_em_r lsst mag_err_u_lsst mag_er y lsst magerm zlsst magg.lsst
count 62000000  62.000000 62000000 61000000  61.000000 62000000 62.000000
mean 0038182 0016165 0018770 0.188050 0.054682 0021478  24.820000

std 0036398 0010069 0013750 0.193747 0.115875 0014961 1314112
50% 0028309 0013390 0.016660 0.133815 0.034199 0018540 25.069970
75% 0049576 0024650 0.025802 0.238859 0.063585 0032557 25.705486
max 0198195 0036932 0.065360 1154073 0.909230 0051883 27.296152
8 rows x 13 columns
Quick visualization of training set properties:
[31]: train_goldenspike.plot(mag_name="mag_i_lsst")
2
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1. PZ Server

The website and data storage service e

O Repo: linea-it/pzserver_app T Com
Project: PZ Server u

New features since the PZ Symposium:
e Dark mode

e Share button

e Write-in inputs for column association (PR in review)

Rubin PCW 2023 D LneR
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1. PZ Server

The website and data storage service

O Repo: linea-it/pzserver_app
Project: PZ Server

3
3
3
3
3
3

Please associate the column names of your file with those expected by the tool.

Your feedback is welcome!

Test features and tell us about your user experience:
e Download data products '
e Upload data products
e Share data products
e Access metadata via Jupyter notebook -

e Access tabular data via Jupyter notebook
subscription link feedback form

Rubin PCW 2023 D LneR
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1. PZ Server

The Training Set Maker service

Cross-matching service to create Training Sets on
demand.

O linea-it/pzserver

* Early stage of development.

1. User requests
Train/Valid sets based

Back-end:
e Orchestration system to receive users
requests and run processes at the IDAC
e Data partitioning based on HiPSCat }developed by
e LSDB as cross-matching tool LINCC team
e Training Sets created become available
as a PZ Server data product
Front-end :
e PZ Server API (methods in PZ Server class)
e Pipelines page on the PZ Server (NEW)

4. Return metadata and
data access instructions

3. Register Train/Valid
sets as data products
on PZ Server

Rubin PCW 2023

IDAC BRASIL
LSST

on a spec-z catalog +
selection criteria

2. Cross-matching
with objects catalog
using LSDB* B
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2. PZ Compute

PZ Tables as federated dataset

O Repo: linea-it/pz-compute

Project: PZ Compute

Overview:

e Pipeline to automatize the dispatch of jobs to:
o LIneA's cluster Apollo
o  Supercomputer Santos Dumont

e Uses RAIL evaluation as PZ code wrapper

e Pre-process step

e Pipeline optimization study

Poster presentation tomorrow
by Heloisa Mengisztki

Undergrad student in
Computer Science
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Background

Many of the LSST science cases will redy on pholomelric
redshifts (photo-2) computed for the whole LSST Objects
Catsiog. As an inkind LineA is for

Optimizing software infrastructure to compute Q
photo-zs in the LSST scale: preparing for DR1.

LineR

« Rounding input magnitudes 1o 4 decimal cases reduces the
total runtime by ~20% for FlexZBoost and caly ~2% for BPZ
without jeopardizing the pholo-z results (small fraction of
outliers: 0.33% are >30 from the result without rounding).

providing annual pholo-z tables for LSST data releases. To
fwifill tis task, a dedicated photo-z production pipeine.
p-compute, is currently under development and testing.

Prcompule wiaps the modules from the DESC's
oper-source project RAIL into a workdiow 1o process karge
volumes of dals in the Braziian LSST IDAC infrastructure.
The current version counts with two algorithms 1o calculate
redshifs, BPZ-light (lemplate fiting) and the FlexZBoost
(machine leaming), slong with support for paraliel execution
using HTCondor and Shurm 1o schedule tasks

Objectives and research question

e Use the DPO2 data o model the iotal duration of
computing photo-2 &t LineA's computer chister Apollo as &
function of a kst of vaviables, .., dataset size:

o Run stress tests to identily bolllenecks, sources of
siowness, and opporunities for workllow aptimization in
preparation for LSST DR1.

Methods

® Execution. scalabilty lests varying pipeline parameters
and data characteristics under controlied conditions.
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© Dala analyss: staistical tests on the of
total runtimes and execution speed per process, photo-z
results validation.

Preliminary Results

o Test with dfferent samples of DPD.2 showed sirang
evidence for a linear relationship between total runtime
and dataset size:
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Discussion

® The Apollo cluster is currently tumed off, undergoing an
upgrade with the purchase of new machines and installing 8
new scheduler (Slurm). The DR1 forecast did not consider
the rounded input data and cluster upgrade, so future runs
should show better results,

® The tests focused on optimizing the workflow speed using

the  defaul without
the quality of the phote-z outputs (future work).
What next:

o Repeat and perform new tests on the new infrastructure
using Slurm with lasger datasets (DR1-ke),

» Test with different photo-z algorithms to verify if we can
generalize the lessons leamed for the two dlasses of photo-z
algonthms (machine leaming / template fitting).

&
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2. PZ Compute
PZ Tables as federated dataset

O Repo: linea-it/pz-compute
Project: PZ Compute
Overview:

e Pipeline to automatize the dispatch of jobs to:
o LIneA's cluster Apollo
o  Supercomputer Santos Dumont

e Uses RAIL evaluation as PZ code wrapper

e Pre-process step

e Pipeline optimization study

Forecast for DR1(supposing objects catalog with 20Bi):

e Process time: < 2 days

e Storage space: ~45 TB (301 bins without compression)

Poster presentation tomorrow
by Heloisa Mengisztki

Undergrad student in
Computer Science
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Background

Many of the LSST science cases will redy on pholomelric
redshifts (photo-2) computed for the whole LSST Objects
Catslog. As an inkind contributor, LineA is responsidle for
providing annual photo-z tables for LSST data releases. To
fulfill this task, a dedicated pholo-2z production pipeiine,
pz-compute, is currently under development and testing.

Prcompule wraps the modules from the DESC's
open-source project RAIL into & workflow 1o process farge
volumes of data in the Braziian LSST IDAC infrastructure.
The current version counts with two algorithms 1o calculate
redshifts, BPZ-light (lemplate fiting) and the FlexZBoost
{machine learing), along with support for paraliel execution
using HTCendor and Slurm to schedule tasks.

Objectives and research question

e Use the DPO2 data to model the lotal duration of
computing photo-2 &t LineA's computer chister Apollo as &
function of & kst of variables, e.g , dataset size.

o Run stress tests to identily bolllenecks, sources of
siowness, and opporunities for workllow aptimization in
preparation for LSST DR1.

Methods

* Execution. scalabilty tests varying pipeline parameters
and data characteristics under controlied conditions.

® Dala analyss: stastical tests on the measurements of
total runtimes and execution speed per process, photo-z
results validation.

Preliminary Results

o Test with different samples of DP0.2 showed sirang
evidence for a linear relationship between total runtime
and dataset size:
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Optimizing software infrastructure to compute
photo-zs in the LSST scale: preparing for DR1.

 Rounding input magnitudes to 4 decimal cases reduces the
total runtime by ~20% for FlexZBoost and caly ~2% for BPZ
without jeopardizing the pholo-z results (small fraction of
outliers: 0.33% are >30 from the result without rounding).
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Discussion

o The Apollo cluster is currently tumed off, undergoing an
upgrade with the purchase of new machines and installing &
new scheduler (Slurm). The DR1 forecast did not consider
the rounded input data and cluster upgrade, 0 future runs
should show better results,

® The tests focused on optimizing the workflow speed using

the  defaul without
the quality of the phot-z outputs (future work).
What next:

o Repeat and perform new tests on the new infrastructure
using Siurm with lasger datasets (DR1-Tke),

» Test with different photo-z algorithms to verify if we can
generalize the lessons leamed for the two dlasses of photo-z
algonthms (machine leaming / template fitting).
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2. PZ Compute
PZ Tables as federated dataset

O Repo: linea-it/pz-compute
Project: PZ Compute
Overview:

e Pipeline to automatize the dispatch of jobs to:
o LIneA's cluster Apollo
o  Supercomputer Santos Dumont

e Uses RAIL evaluation as PZ code wrapper

e Pre-process step

e Pipeline optimization study

Forecast for DR1(supposing objects catalog with 20Bi):

e Process time: < 2 days

e Storage space: ~45 TB (301 bins without compression)

Next steps:

e Scientific validation of DP0.2 PZ tables
e Upload DP0.2 PZ tables to USDF
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Poster presentation tomorrow
by Heloisa Mengisztki

Undergrad student in
Computer Science
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Background

Many of the LSST science cases will redy on pholomelric
redshifts (photo-2) computed for the whole LSST Objects
Catslog. As an inkind contributor, LineA is responsidle for
providing annual photo-z tables for LSST data releases. To
fulfill this task, a dedicated pholo-2z production pipeiine,
pz-compute, is currently under development and testing.

Prcompule wraps the modules from the DESC's
open-source project RAIL into & workllow 10 process farge
volumes of data in the Braziian LSST IDAC infrastructure.
The current version counts with two algorithms 1o calculate
redshifts, BPZ-light (lemplate fiting) and the FlexZBoost
(machine leaming), along with support for paraliel execution
using HTCendor and Slurm to schedule tasks.

Objectives and research question

e Use the DPO2 data to model the lotal duration of
computing photo-2 &t LineA's computer chister Apollo as &
function of & kst of variables, e.g , dataset size.

o Run stress tests to identily bolllenecks, sources of
siowness, and opporunities for workllow aptimization in
preparation for LSST DR1.

Methods

* Execution. scalabilty tests varying pipeline parameters
and data characteristics under controlied conditions.

® Dala analyss: stastical tests on the measurements of
total runtimes and execution speed per process, photo-z
results validation.

Preliminary Results

o Test with different samples of DP0.2 showed sirang
evidence for a linear relationship between total runtime
and dataset size:
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 Rounding input magnitudes to 4 decimal cases reduces the
total runtime by ~20% for FlexZBoost and caly ~2% for BPZ
without jeopardizing the photo-z results (small fraction of
outliers: 0.33% are >30 from the result without rounding).
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Discussion

o The Apollo cluster is currently tumed off, undergoing an
upgrade with the purchase of new machines and installing &
new scheduler (Slurm). The DR1 forecast did not consider
the rounded input data and cluster upgrade, 0 future runs
should show better results,

® The tests focused on optimizing the workflow speed using

the  defaul without
the quality of the photo-2 outputs (future work)
What next:

o Repeat and perform new tests on the new infrastructure
using Siurm with lasger datasets (DR1-Tke),

» Test with different photo-z algorithms to verify if we can

generalize the lessons leamed for the two dasses of photo-z

algonthms (machine leaming / template fitting).
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Thanks!

Any questions?

Rubin PCW 2023 @ LineR
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2. PZ Compute ﬁ)
PZ Tables as federated dataset

IDAC BRASIL
LSST

O Repo: linea-it/pz-compute
Project: PZ Compute

Summary of PZ Compute stages (details here): ¢ DAC [ [ ] [L'"eA Science Platform J L user
JupyterHub interfaces

Science Server ] [ Daiquiri ] [PZServer ] J

Stage | - Data acquisition L
e Data transfer from USDF .
e Organize/split into data partitions, data cleaning ' — | ‘

PZ Compute Science
[0) Workflows

e Download and store ancillary files

DTN LineA ]

5

Stage Il - Photo-z pre-processing
e Training PZ machine learning methods
e PZ scientific validation

Stage Il - Photo-z computing @
e Execute PZ codes (use RAIL as code wrapper) o Siarage
e Validate results with Rubin PZ Coord. data/infrastructure

Stage IV - Photo-z post-processing

e Data transfer from BR IDAC to USDF
e Register on RSP as a federated dataset. / UneR
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https://github.com/linea-it/pz-compute
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