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What is a transformer?



Self-attention

The brown dog happybecame barked meatand

0.0 0.1 0.3 0.0 0.3 0.0 0.3 0.0 0.0



Multi-Head Self-Attention Blocks

Transformers in NLP

“The brown dog became happy and barked at me”

The i = 1

+

 brown i = 2

+

 dog i = 3

+

 became i = 4

+

 happy i = 5

+
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Multi-Head Self-Attention Blocks

Transformers for Light Curves

+ + + + +
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Transformers for SNe 
Classification



Multiband Supernova Classification
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Pimentel O.. et.al., Deep Attention-based Supernovae Classification of Multiband Light Curves, AJ, 2023



Multiband Supernova Classification

Vera C. Rubin Observatory PCW                                    The Arrival of the Transformers for Advanced Analysis of Alert Streams                                    guillecabrera@inf.udec.cl

Pimentel O.. et.al., Deep Attention-based Supernovae Classification of Multiband Light Curves, AJ, 2023
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Foundation models



Foundation Models

Foundation models (e.g., BERT, GPT-3, CLIP, 
Codex) are models trained on broad data at 
scale such that they can be adapted to a wide 
range of downstream tasks. 

https://hai.stanford.edu/news/introducing-center-research-foundation-models-crfm
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Devlin et.al., BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding, 2019, NAACL-HLT
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ASTROMER

Donoso-Oliva et.al., ASTROMER: A transformer-based embedding for the representation of light curves, 2023, A&A
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MACHO unlabeled; 
Alcock et.al., 2000
1,529,386 R-band light 
curves

Pretraining



Positional Encodings for Light Curve Transformers

● We test different PEs for light curve transformers
● We evaluate their performances in terms of:

○ reconstruction of astronomical time series
○ classification of variable stars
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D. Moreno-Cartagena et.al., Positional Encodings for Light Curve Transformers: Playing with Positions and Attention, ICML ML4Astro 2023



Positional Encodings for Light Curve Transformers

- Trainable PEs (added or concatenated) suffer less degradation with sparser 
light curves creating a better representation of temporal information

- PEA outperforms other models for OGLE, while Fourier achieves the best 
performance over ATLAS 
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Astronomical Transformer for 
time series And Tabular data



ATAT
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Astorga et.al., ATAT: Astronomical Transformer for time series And Tabular data, DOI: 10.21203/rs.3.rs-2395110/v1

http://dx.doi.org/10.21203/rs.3.rs-2395110/v1


ATAT
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Takeaways
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● Transformers are becoming the state-of-the-art in many fields, 
including the analysis of alert streams.

● Foundation models for light curves are becoming a reality.

● The future: multi-modal, multi-stream, multi-task generalist models for 
astronomy?
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